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I

The description of human pilot dynamic characteristics in
mathematical terms compatible with flight control engineering
practice is an essential prerequisite to the analytical treat-
ment of manual vehicular control systems. The enormously
adaptive nature of the human pilot makes such a description
exceedingly difficult to obtain, although a quasi-linear model
with parameters which vary with the system task variables has
been successfully applied to many flight situations. The
primary purposes of the experimental series reported are the
validation of an existing quasi-linear pilot model, and the
extension of this model in accuracy and detail.

To this end the influences of controlled-element dynamics
and system forcing function characteristics on the pilot'sA
dynamic characteristics are investigated using a five-stage
process: (I) Pre-experiment analyses are conducted using the
existing model to predict the outcome of experiments which are
especially contrived to exercise the model to its limits;
(2) controlled-element dynamics which are both crucial task
variables (per the pre-experiment analyses) and idealizations
of aircraft, booster, and space vehicle dynamics are delineated;
(3) describing function and remnant measurements are taken in
an extensive experimental program involving eight different
controlled element forms and three forcing functions;
(.) analytical abstractions of the data are made by Purve-
fitting procedures; (5) variations in the pilot's chd cter-
istics due to controlled element and/or forcing function
changes are described in terms of the parameters of the curve
fits. The outco're of this process is a substantially refined
and extended adaptive and optimalizing model of human pilot
dynamic characteristics. Models corresponding to three levels
of precision and complexity are developed, the several aspects
of pilots' adaptation to controlled element and forcing func-
tion changes are detailed, the selective variability nature of
human pilot dynamics is presented, key remnant sources are dis-
covered, and many other aspects of human pilot dynamics are
treated with a combined experimental-analytical approach.
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The investigations reported here are an element in a U. S. Air Force
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handling qualities are, to a large extent, dependent on the action of
the pilot as a control element in the pilot-vehicle closed-loop systeml.
In this concept, control analynis techniques and pilot dynamic response
models are used in the study and optimization of man-vehicle systems.
Such procedures promise to g•.eatly enhance the processes involved in the
design of manned vehicles.

This report documents an analytical and experimental investigation
of human pilot dynamics accomplished under Contract AF 33(616)-7501,
Project No. 8219, Task No. 821905, sponsored by the Flight Control Divi-
sion of the Air Force Flight Dynamics Laboratory. The researcn was per-
formed by Systems Technology, Inc., at both its Hawthorne, California,
and Princeton, New Jersey, offices, and, under subcontract, by The
Franklin Institute Laboratories for Research and Development, Philadelphia,
Pennsylvania. The project principal investigators were D. T. MoRuer and
D. Graham, of STI, and E. S. Krendel, of FIL. The Flight Control Division
project engineer through most of the program was R. J. Wasicko, succeeded
in the last phases by R. H. Smith and P. N. Pietrzak.

As in most team efforts, many have contributed to the results reported
here. The major contributors, who all participated in the analytical,
planning, experimental execution, data interpretation, and reporting
phases, are listed as authors. An indispensable portion of the program,
the design and development of analysis apparatus, was accomplished meticu-
lously by R. A. Pcters and K. A. Ferrick of STI. Important contributions,'
were also made by R. J. Wasicko in experimental planning, and by R. E.
Magdaleno of STI in the interpretation of the results. Special mention
and thanks are due: R. P. Harper, Jr., of Cornell Aeronautical Laboratory;
G. E. Cooper, of Ames Research Center, NASA; and Lt. Comdrs. M. Johnson and
T. Kastner, Capt. B. Baker, and Lts. G. Augustine, F. Hoerner, and J. Tibbs,
of the Naval Air Test Center, Patuxent River, Maryland, for their interest
and assistance as subjects. The authors would also like to thank their
co-workers Diana Fackenthal, S. H. Greene, and M. M. Solow, of FIL, for
their contributions to running the experiments, reducing the data and
assisting in its analysis; and H. B. Grudberg, A. V. Phatak, and D. B.
McElwain, of STI, for their assistance in pre-experiment predictions,
and/or postexperiment data analysis and interpretation. Acknowledgment is
due to BolL Beranek and Newman, Inc., of Cambridge, Massachusetts, for the
amplitude distribution data processing and some goodness of fit analyses.
Finally, the report has been substantially improved by the incorporation
of many suggestions due to the extremely careful review by R. 0. Anderson,
P. E. Pietrzak, and R. J. Woodcock of FDCC.
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The effective use of manned flight vehicles has always required a

satisfactory match of vehicle characteristics (which include vehicle

dynazmcs, control manipulator, display, etc.) with the human pilot's

characteristics as a flight controller. An agreeable meting is not

inherent in the design process, and the provision of proper vehicle

handling qualities has often posed serious problems which the vehicle

system designer must solve.

Classically, handling qualities concepts were based on engineering

knowledge of vehicle characteristics, leavened by pilot opinion ratings.

The opinion ratings were subjective expressions of the over-all sulta-

bility of the manual control system consisting of the pilot and the

vehicle. A convenient way to express the handling qualities was as

catalogs of vehicle dynamic parameters given as functions of pilot rat-

Inge. In spite of their reliance on the subtleties of subjective pilot

ratings, such catalogs of handling qualities characteristics have been

evolved in the past, and will continue to be expanded in the future.

But, in a fundamental sense, these catalogs are only reports of specific

test, results--they fail to adequately explain the mutual interactions

between the pilot and the vehicle, and they are difficult, if not impos-

sible, to extrapolate to new situations and novel vehicle characteristics.

To achieve understanding and the capability to extrapolate requires

a mathematical theory which can be used to explain old findings and to

predict new ones. For handling qualities a theory of this kind has been

in the process of construction, refinement, and successful application

for some years. It is based on tho methods of control engineering, and

treats the pilot-vehicle system as a closed-loop (in general, a multi-

loop) entity. The sine gua non of the theory is a model of pilot dynamic

characteristics in a form suitable for application using relatively

i



conventional control engineering techniques. Further, the applications
to which the theory can, with confidence, be employed is limited funda-

mentally by the level of pilot-model knwledge.

An. adequate description of a pilot's dynamic response characteristics

is not easily obtained because of the pilot's inherent adaptability and

vaplcity for learning. Nevertheless, suitable experinental techniques

have been devised and employed in the past to provide a limited amount

of data. The quality of some of these data, however, has been open to

question because of real or imagined deficiencies and uncertainties in

the experimental task variables and in the necessary analysis equipment

such as spectral and cross-spectral analyzers. In many cases the

analyzer calibrations were tnsutficient to establish fully the accuracy

of the data reduction methods (Ref. 51). Furthermore, most experimenters

had not made certain measurements which, it turned out, were of crucial

importance in the context of pilot-vehicle control system analysis. In

spite of such imperfections, the collation of all the existing data,

expanded by ultraconservative extrapolations based only on the limited

high-reliability data, yielded a data base from which a serviceable, but

incomplete, mathematical model was evolved (Ref.. 28, 34-36). The

extensive use of this pilot dynamics model in handling qualities and

piloLt-vehicle system analysis (Refa. 1-4, 8, 11, 12, 17, 27, 33-36, 43,
149, 55, 56, and 58) heightened the desire for, and increased the potential

importance of, a more complete understanding of the mathematically describ-'

able aspects of human dynamics in vehicle control systems. The nature of

desired improvements in the model was fundamentally one of degree rather

than kind, i.e., increased scope and precision. Such an expanded view

could not be evolved from existing data, which had been used in the con-
struction of the model; instead, new data were requi.red. Fortunately, by

1960 enough effort had been devoted to model building and application to
give a more definitive notion of Low the data were to be used. This,
coupled with a very much better appreciation for the data reduction prob-

lem, made possible the planning and initial execution of a research program

to meet the real needs.

Work on the project was initiated I July 1960, and almost two years

were e=dent in the design, construction, and calibration of the data

2I
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reduction machines. The results of this effort have been reported

elsewhere (Refs. 9, 10, 16, 44- 46). Tests with human operators were
initiated in May 1962. It in primarily to the task of recording and1. interpreting• thedata from some of these experiments that this report

is addressed.

The prirary results desired from the program from a vehicle control

standpoint are, of course, better pilot models to use in handling quali-

ties and manual control system analyses. Although not treated here, the

applications of these models are expected to be far-reaching in the

future. One reason for this anticipation are the extensive uses of the

much less precise and more vague circa 1960 model. For example, in the

references cited above thzs model has been used to:

1. Estimate human pilot and over-all pilot-vehicle
system dynamic response, stability, and average
performance.

2. Determine barely controllable vehicle dynamics and
controllability boundaries.

3. Delineate those features of the vehicle dynamics
which are most likely to affect the vehicle
handling qualities.

4. Indicate the type of additional system equalization
(to be achieved via the display, the manipulator,
or by vehicle modifications) desirable to achieve
better pilot control-as well as the effects on
the pilot characteristics of such modifications.

5. Find the maximum forcing function bandwidth com-
oftible with reasonable control action on the part
of the pilot.

The new models developed here are intended to be used for the same sorts

of things, but with far greater confidence and considerably better pre-

cision. The refined models are expected to be very useful in other ways

also. For example, the characteristics of the human pilot's "actuator"

and "sensor" dynamics, which were previously lumped into a mid-frequency

approximation to lower and higher frequency effects, are distinctly

reflected in the new data and models. This new knowledge should have

significant impact both on the content and nature of the information

displayed to the pilot and on the design of the manipulative devices

with which the pilot imparts his desires to the vehicle.
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discussed here was to provide data for the extension and validation of the
existing pilo- model. Therefore a necessary preliminary .s 1Bo consider tihe

status of the mthemtioal model of the human operator at the time the

experiments were planned. This is accomplished in the next chapter, which

comprises a statement of the best that was known about human operator
behavior in compensatory tracking in 1960 together with a discussion of

those areas in which specific knowledge oi' operator behavior and its

measurement was either totally lacking or substantially incomplete.

Previous knowledge of human operator behavior in compensatory tracking is
summarized in the first section- of Chapter II entitled "The Analytical-

Verbal Model." while the discussion of what it appeared necessary to find

out follows in a treatment entitled "Objects of the Experimbnts."

A jajor part of the plan for the model validation aspects was to make

analytical predictions of human operator performance in compensatory

tracking and then to observe whether or not these predictions could be

oonfirmed with experimental results. To this end the analytical-verbal
model, reviewed in Chapter 1, is bravely put to use in Chapter III.
Although it was recognized that additional data were clearly required to

substantiate some of the conjectures on which the model was founded,
predictions critical to model validity were made which could later be
compared with experimental results. These pre-experiment analyses also
provide excellent concrete examples of the techniques involved in

applying the human pilot models.

The really essential portion of this program is experimntal, for the

potential of all existing data as sources for model builder- . 4nd elaboration
had been exhausted. Past experimental efforts have seW rthy

examples of precision. In the new experimental seri(- .. . empr-

tant desired feature was the provision of supplement-: ;ion

techniques and method. which would maximize flexibilit, Asdze the

chances of experlmental error. The apparatus was desig make these

objectives feasible, but changing feasibility to actua,.. requires excep-

tional experimental and data reduction procedures whir -Anonst amount to
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trade secrets. Some of these are described in Chapter IV, together with

a description of the experimental and analytical apparatus.

The experimental objectives of Chapter II plus the pro-experiment

analyses of Chapter 71Z lead directly to a desired experimental program

plan. An outline of this program in presented. in the first section of

Chapter V.

Chapters V and VI present the experimental data--describing functions

in Chapter V and remnants in Chapter VI. The datA are aggregated in vari-

ous ways to illustrate the gross and detailed effects of changes in the

forcing function and controlled element task variables. Other aggregations

are used to illustrate the effects of intra- and intersubject variations.

The describing function chapter also includes statistical treatments of

certain major conclusions. A special feature of the remnant discussion is

a presentation of data whinh indicate the likely major remnant source, as

well as data tending to indicate what the remnant is not.

Chapter VII is devoted to detailed analyses of the data and to the

development of interpretations and rationalizations. In extending the

existing analytical-verbal model it is concluded that, by and large,

the hypotheses and extrapolations made from the limited data previously

available were generally correct, and reasonably explained. Further,

the updated models developed here, which subsume the old model and con-

form to the new data as well, answer many other questions concerning
•+' human behavior. These models are of three levels of precision. The

first is relatively crude, and is intended for use in the region of

crossover only. The second is sufficiently precise to be suitable for

most handling qualities analyses, which primarily emphasize vehicle

dynamics, including those involving statically unstable vehicles.

Finally, the third is a precision model which is capable of representing

the high and very low frequency actuator and sensor dynamic characteris-

tics of the human pilot. Thus, the three models provide a range of com-

plexity and utility which is analogous to the several degrees of model

complexity used in ordinary automatic pilot design.

Finally, Chapter VIII summarizes the general conclusions and findings

of the study.
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.Becaus: this i a very long report, with mny involutions, it is

appropriate to give some words of advice for readers with various

interests. For the casual reader, this introduction and the general

sumary of Chapter VIII give the gist of the effort. If Just a bit

more is desired, add Chapter II,

The applications-oriented engineer should staft with Chapter II,

Section A, for a review of the existing model, followed by Chapter V,

Section A for the experimental plan outline and Section D for the grand-

average describing function data, and then on to Chapter VIII for the

general summary of results. He will then probably wish to absorb more

details on the new models, as developed in Chapter VII, and may desire

to examine the pre-experimental analyses of Chapter III as concrete

examples of applications.

Those who are interested primarily in data can proceed directly to

Chapters V and VI, although the experimentalist will also wish to cover

Chapter IV.

The model builders can turn directly to Chapter VII, and, if they

have models to test against the realities of data, to Chapters V and VI.

Pinally, for the reader who is interested in the entire effort the

way is directly through the report as laid out, although many of the

details can be sloughed over lightly on a first reading. These diligent

souls have both the authors' sy Mathy and blessings l



-rmzz

A. D AM• ZOULPN,,AL HM

"W"I*Oes. atufe at the HOWa

The primary objective of most of the past experimental and analytical
programs to develop mathematical descriptions for pilot response charac-

teristics has been to achieve reasonable descriptions of the pilot as a

component in engineering systems. Major efforts in model building hnve

thus been placed on the evolution of models which can predict pilot

dynamic response characteristics of engineering significance, but which

are otherwise of minimam analytical coplexity* Such models are oonoep-U tual descriptions of the human. They are intended to exhibit analogous

cause-and-effect behavior rather than to be analogs in any structuml

sense. The models are valid to the extent that their behavioral proper-
ties resemble the performance of the actual human operator. They gain in

scope and descriptive power if certain of their features can also be

identified structurally, although they cannot be rejected because of any

failure to satisfy this desirable quality.

As a control component the human exhibits a bewildering variety of

nonlinear and time-varying b bavior. Table I lists some of these. An

appropriate type of engineers mathematical description for nonlinear

control elements of this na1,u.e is some kind of quasi-linear system.

This is an equivalent syste' in which the relationships between some,

but not necessarily all, pe t.nent measures of system input and output

signals have "linear-like" features for fixed input conditions in spite

of the presence of nonlinear elements.

The quasi-linear system concept originally evolved from the

observation that a great many nonlinear systems have responses to

specific inputs which appear similar to responses of equivalent linear

7



TABLE I

.1 K~~~uNA OPmwoa~ NowLflmarmgI AM~ NONaTATIONOafMIE

1. Adaptation an& Iearning

The adaptive humn responds to changes in external environment
by modiW ng iharaoteristics so as to Unrove performnoe over that
which would be achieved if the characteristics used In the original
envl1ronment were maintained in the new one.

The l human, after operating experience in a given
external i-nVirormient, modifies characteristics to achieve better
performance than previously exhibited in the given environment.

2. Set Changes

"Set" characterizes the temporary operating points or baseline
conditions of the human subsystems involved in the control tasks.
Ohanges in these internal conditions facilitate a certain more-or.
leos specific type of activity or response in the adaptation and
learning processes. Set changes include:

Internal system topography changes, i.e., use of different feed-
back and feedforward paths

Variation in steady-state muscle tension

Variation in force ranges

Variation in indifference threshold

D. Series Nonlinearities

Sensory thresholds

Makximum force and displacement limits

i . Fluctuations in Attention, Motivation, Etc.; General Drifting of
CharacteristiosI



I
systems to the same specific inputs.* For such ombinatnn÷.r Om speacific

inputs and nonlinear systems, the response of the nonlinear system can be

divided into two parts- one cozponent which corresponds to the response of

the equivalent linear element driven by the particular input, and an addi.
tional quantity which represents the difference between the output of the

actual nonlinear system and the equivalent linear element. This second compo-

nent is called the "remnant" because it is left over from the portion of the

system response representable by a linear element. Quasi-linear equivalents to

the nonlinear system, for the specific input of interest, are characterized
mathematically by a describing function (which is the equivalent linear

element) and the remnant. An essential feature is that the quasi-linear

system has a response to the input in question identical to that of the

original nonlinear system$ so the quasi-linear system is an exact cause-
effect representation of the nonlinear system for the specific kinds of
inputs and responses considered. When the inputs are changed, the quasi-

linear'model also changes. If the device were such that its quasi-linear

system remained the mame for all kinds of forcing functions, and if, further,

the remnant were zero) then the system would have a constant-coefficient

linear nature.

The most oomon quasi-linear system element in engineering use is the

sinusoidal-input describing function, which is of such great value in

stability studies of nonlinear servomechanisms. Here the action of the
describing function on a sinusoidal input results in an output which is

the fundamental of the output of the aoýAal nonlinear system. The remnant,

which must be added to the output fundamental to achieve equivalence with

the nonlinear system, is made up of P11 the higher harmonics resulting from
the passage of the sinusoid through the nonlinearity. Describing functions
can also be defined for transient inputs, such as step functions, and for

random.-inputs. In principle the systems can be time-varying as well as
nonlinear. Pandom-input quasi-linear systems representing the human oper-
ator for certain conditions are the type pertinent to the operator data

treated here.

"Wn;y- texts on nonlinear control theory treat aspects of quasi-linear
systems. Chapters 3- 6 of Ref. 21 are especially pertinent as background
in the context of this reports

9
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In term of idealimations, the simplest manual control system is that

shown in the block diagram of Fig. 1. This is also the most commonly

occurring system structure in practical manual control systems- either

as a total system by itself or as a component part of a more complex

multiloop system. To control engineers, this is a single-loop feedback

system (except for feedbacks internal to the operator)j to engineering

psychologists, it is a compensatory system. The important single-loop

features are the solitary stimulus (the error) and the random-appearing

nature of the forcing function (the system input). If either of these

is changed, the whole complexion of the task also changes. For instance,

if the pilot is shown the system's input and output directly (a pursuit

display) instead of their differences, he is often able to take advantage

of the additional information and thereby to improve over-all system

performance. Also, if the forcing function is not random-appearing, but

perhaps periodic over relatively short time intervals, the pilot can V

often detect and anticipate the repetitive or deterministic nature of

the input and adjust his response accordingly. Both of these higher

order types of behavior amount to the presence in the system of further

signal paths and a more complex than single-loop structure.

For the system shown in Fig. 1 there are three task variables that

have a major effect on the pilot's dynamics- the forcing function char-

acteristics, the controlled-element dynamics, and the manipulator. Many 4
other factors are implicitly involved. These include operator-centered

variables such as training, fatigue, and motivation, and external environ-

mental characteristics such as ambient illumination and temperature.

Ideally, all of these implicit (or "procedural") variables should be

taken into account, and someday perhaps they will.* But for the present

*Chapter VII of Ref. 34 presents a preliminary discussion of the

effects of a few implicit variables on pilot response measures. Refer-
ence 48 provides an excellent detailed example of pilot describing func-
tion changes accompanying changes in a typical environmental variýible-

I, in this case, the pilot's effective "g" field.

10



.I

_ _l II
: t

_ __t I
t l

II A



the central aim is to explore operator dynamics in specialized situations

wherein the vast majority of these procedural variables are held constant.

This Is simple enough to do for the external environmental factors, but for -

the operator-centered factors the best that can be hoped for is the estiab-

olivsent of reasonably stable levels of e tationaritn. Statnonargty in the

over-all exierfmental nlstuatbl i s ofhationaiityn tateonri ying funth

tions to signals possessing stationary characteristics, and by using highly

trained and motivated subjects drawn from a narrowly limited population for

which high-grade skill in manual control is an essential feature.

Tustin (Ref. 59) first noted, in a formal way, that operators in manual

control systems, responding to random-appearing visual forcing functions,

exhibit a type of behavior which in analogous to the behavior of equalizing

elements inserted into a servo system to iprove the over-all dynamic per-

formance. Since then, a number of measurements of human response to visual

inputs have been .made in situations such as the one illustrated by the con-

trol system block diagram of Fig. I. For the actual measurement situations

the human being is represented by his quasi-linear model, that is, as a

describing function plus a remnant. The dynamics of the display and other

system elements are lumped into a "controlled element," and the system forc-

ing function is modified (if necessary) into an equivalent forcing function.

The equivalent block diagram then takes the form shown in Fig. 2. The con-

trol loop signals are represented as time functions and their Fourier trans-

for•m, e.g., e(t) and E(jw), and also as power spectra or power spectral

densities, e.g., 00e(w). The linear constant-coefficient controllea element

is totally defined by its transfer function, Yo(jw), whereas the nonlinear

time-varying humn requires the describing function, Yp, and the remnant

power spectrum, %hnc, to provide an adequate dynamic description in the

sense that the power spectral densities of the signals in the actual and

the quasi-linear equivalent system are the same.

The number of conditions studied by the principal investigators of

human operator describing functions, through the year 1960, are sumna-

rized in Table 1I. The table is organized with respect to task variables.

The most influential of these turned out to be the forcing function and

12
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the dynamics of the controlled element. By comparing the results from

all theee e.-*erimentt, the influence of the manipulator "rAn •ho!m to bc

unimportant for the ranges of frequency measured and manipulators tested.

The dependence of the human operator describing function on forcing

function and controlled element dynamics has tended, in the actual

experimental situations, to be obscured by the limited frequency range

(bandwidth) and the run-to-run variability of the measurements. Refer-
ence 34, however, shows hows by considering averaged data, it is possible

to folmulate a fairly simple analytical describing function form which

can be adjusted to describe the main features of human behavior. Although

the Hall data (Refs. 24 and 25) were not available at the time Ref. 34

was written, Ref. 36 represents an effort to bring these data into conjo-

nance with the results considered earlier, and the circa 1960 statement

of the model below takes account of those results. Thus, when the

/describing function data for all the experiments represented in Table II

'are considered as a whole, they serve as the data base for evolution of

a 'servo model describing human operation and adaptation for compensatory

tracking with a visually presented, random-appearing forcing function.

This model is the key element in a dynamic description of the human oper-

ator's capabilities in such tasks (the other element being the remnant).

It characterizes the predominant majority of all the experimental results.

The model comprisee two elements:

a. A generalized describing function form

b. A series of "adjustment rules" which specify how
to "set" the parameters in tne generalized
describing function so that it becomes an
approximate model of human behavior for the
particular situation of interest

The most extensive and generalized describing function form for one-

and two-dimensional compensatory control tasks developed in Ref. A4 is.,

j~e (TzjJ~T 2uJ + 1] 4 (T] 1 cn

.15



where -P gain

T reaction time delay (transport lag)F (T)iW- 1

. (Tiw÷ 1) - equalization characteristic

I ndifferenoe threshold describingLrTJ function (I - N(73 aT/cFT when
&T/ a << I)

2 in1 neuromuscular system characteristic

The describing function is wvxitten in terms of the frequency operator,

3c, instead of the Iaplace transform "ariableo s, to emphasize that this

describing function is on.. valid - the frequency domain and only exists

under essentially stationary conditions. For instance it cannot be used
to compute the system response to a discrete input, e.g., a step response.

The indifference threshold effect was derived as a serial member in

the operator's characteristics in the Goodyear studies (Refs. 18 and 19),

and was shown (Ref. 3) to be compatible with Elkind's variable amplitude
results (Ref. I1). However the ratio of threshold to its input, aT/OT,

is quite small relative to one for input signal levels conventionally
used in tracking tests, so the describing function KT is near unity. The

indifference threshold is, therefore, a second-order effect that can be

ignored here (although it can be of importance in other applications).

The third-order neuromuscular system description shown in Eq 1 is
based primarily on high frequency data available from step function inputs.
None of the describing function measurements referred to in Table I1 give

a direct indication of the complete third-order representation because

there is no forcing function power at the high frequencies about U.•1,

The describing function data do, however, reflect the low frequency

effects of the neuromuscular system. In fact, these dara support a

first approximation to the neuromuscular system consisting of a first-

order lag. Thus the usual version of the describing funztion model

16
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developed in Ref 34 has only fir;t-oder neurow•smular lag term, I
t + -I where T% A TNl + (2N/o,). IIIWith the e imlfioition discussed above, the general low frequencyi1

describing function of Eq 1 becomes approximately

Y9 Tjc+1 (2)
(TIjcu +I)(TNjm +I)

V While Eq 2 can be shown to have a very considerable range of validity

for a variety of operators; forcing functions, controlled elements, and

manipulators, only the form of the describing function has this over-all

validity. Mobt of the paramaeters in the describing function are adjust-

able as needed to make the system output follow the forcing function-

i.e., the parameters as adjusted reflect the pilot's efforts to make the

over-all system (including himself) stable and the error small.

The pure time delay represented by the •-JOT term is due to sensor

excitation (the retina in the visual case), nerve conductions co-uta-

tional lags, and other data processing activities in the central nervous

system. It is closely related to, but not identical with) certain kinds

of classical reaction times. T is currently takcn to be a conatant

because it appears to be essentially invariant with forcing function and

controlled element dynamics for either single or dual random-appearing

input tasks. However both inter- and intra-subject T variations occur.

Observed V'5 run as low as about 0.1 see Fnd Pts high as 0.2 see.

The zneuromusoular lag, T%, is partially adjustable for the task.

The nature of the adjustment is somewhat obscure due to the lack of high

frequency data, although the general trend is a monotonic decrease in TNI
with increasing forcing function bandwidth (see Table 13, Ref. 34). The

observed variation of T with forcina function bandwidth ranges from

less than 0.1 sec to somewhat greater than 0.6 sec. Because the details

of the TN variation with forcing function bandwidth are not known, this

inortant variation has often been ignored in applications and typical

values of TN near 0.1 sea have been used.

The equalizing characteristics, (TL•,Jw 1 )/(Tljw + 1 ) coupled with

the gains Kp, are the major elements in that adaptive capability of the

17
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human which allows him to control many differing d vnAmin dAvy ie'. T1hpo,

function is the modification of the stimulus signal into a suitable
neuromeasulr somuand which is p•'operly p.aled .fno phased.for. s•Atable

over-all n~n-machine system operation. For given input and controlled
element characteristics, the form of the e4ualizer is adapted to coupon-

sate for the controlled element dynamics and the pilot's reaction time

delay.

The describing function adjustment rules are not simply stated since

they depend intimately on interactions of the elements in the man-machine

system. In general, the adjustments can artificially be divided into two
categories - adaptation and optimalization. Broadly speaking. adaptation
is the selection by the operator of a specific form (lag-lead, lead-lag,

pure lead, pure lag, or pure gain) for the equalization characteristicsj

and optimalization is the adjustment of the parameters of the selecbed

form to satisty some internally generated criteria. The result of the

adaptation process is fairly well understood, since the form selected is

one compatible with good low frequency, closed-loop response and the

absolute stability of the system. The internal optimalizing criteria

are not known, although they appear to be generally compatible with the

minimization of the rms error (Refs. 31 and 34).

The known adjustment rules for the human operator's describing

function, in decreasing order of their certainty, can be summarized as

follows (Refs. 34, 36, and 37):

1. *bablIA.I: The human adapts the form of his equalizing
characteristics to achieve stable control.

2. ftm lsdeatiu- LaW Yquseaye : The human adapts the form of
his equalizing characteristics to achieve good low frequency

closed-loop system response to the forcing function. A low frequency
lag, TI, is generated when both of the following conditions appl4:

a. The lag would improve the aystem low frequency
characteristics.

b. The controlled element characteristics are such that
the introduction of the low frequency lag will not

result in destabilizing effects at higher frequencies which cannot be
overcome by a single first-order lead, TL, of somewhat indefinite but
modest size.

18



3. Yom 5eMaotim- Dead: After good low frequency characteristics
are assured, within the above conditions, lead is generated whenL the controlled element characteristics together with the reaction time

delay are such that a lead term would be essential to retain or imrove
high frequency system stability.

ho. nsmbet Adjustue•: After adaptation of the equalizing form,
the describing function parameters are adjusted so that:

a. Closed-loop low frequency performance in operating on
the forcing function is optimum in some sense analogous

to that of minimum mean-squared tracking error.

b. System phase margin, %4, lies somewhere between 00 and500 when the forcing function bandwidth, ki, is much less

than the system crossover frequency, o-); and from 500 to 1100 when cm is
near ca,. This strong effect of forcing function bandwidth on the phase
margin is associated with the variation of TN with the same task variable**

C%. I Znvartaaoe prooetles

a. a%--K0 Zndendenee: After initial adjustment) changes
in controlled element gain, Kc, are offset by changes in

pilot gain, Xp; i.e., system crossover frequency, %c, is invariant with K0 .

b. •%-% devpeedenae: System crossover frequency does not
depend on forcing function bandwidth for q• < ukt. (0oh is

that value of w. adopted for qA << a.)

a. ft Regression: When u•j nears or becomes greater than oo, the
crossover frequency regresses to values much lower than 6oo.

"Forcing function bandwidth" is a vague term unless the forcing func-
tion spectrum is rectangular. For other spectral shapes an effective
rectangular forcing function bandwidth must be defined. Several possible
bases for this exist, but recent results by Elkind (Ref. 14) can be used
to support the selection of "effective degrees of freedom" as the basis
for defining a rectangular bandwidth equivalent for a nonrectangular
spectrum, i.e., [Go 2ii 2

(011)2 dan

"*The phase margin adjustment rule noted here has undergone many
changes in the course of time. Initially (Ref. 3) a range of 0 -30 was
suggested; this was based almost entirely on extrapolation of low fre-
quency data to crossover. Subsequent re-examination of some of the Elkind
data having forcing function power in the crossover region led to exten-
sion of the upper value to about 600. The Hall data almost all spanned
the crossover region (nee Table II). Phase margins extracted from these
(Ref. 36) were highly variable, but ranged from 500 to 1100. The criterionwill again be modified in this reportl
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It turns out that the operator Uc;cribirng 1'Urt wilwdw!w Lor a

given task is very similar to the one that a control engineer would select

• ,if he were gLVen an element to control together withi a controller""blaok

box;' having within it elements making up the describing function given

by Eq 2, and knobs on the outside for the adjustment of T1, TL, and Ky.

Thus, the adaptation of equalization form covered by Adjustment Rules 2

and 3 my be foreign to the reader who is not thoroughly grounded in

control theory since it is analogous to operations which havo an artistic

flavor even in conventional contr'ol system synthesis. Examples often help, so

Table III is presented to illustrate the equalizer form taken for several

sinple controlled elements.

TABLE III

EQUALIZER FOR3 FOR DIFFERENT CONTROOLLED ELDEMNT8

WHEN TSE THE OPERATOR' S
CONTROLLI ELMAT EQUALIZER FORM

TRANSFER AUO'TION, Yo, IS ADAPTD IS

Kc
Pure gain, Ip

KI Lag-lead, T, >> TL

(j~) 2 Lead-Ing, TL»> TI

Ke Lead-lag (if a% 4< 2/,r)

(jc)2+ t%(co +lag-lead (i >2/1)

This, then) is the analytical-verbal describing function model of

the human operator which existed prior to the current study, The

analytical portion of the model is the expression of Eq 2, and the

verbal portion comprises the adjustment rules given in the numbered

statements above*

While the describing function is the critical factor in determining

operator-system stability, the uncorrelated - in a linear sense -portion

of the operator's output$ the remnant, can be important for estimates of
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system pre¶fosnrmnn^ ot~w1h ýk mam!tn- reý error, Thie eitto ftriaea
because the remnant, represented as a power spectral density, 11=(w),.1 I
is one of two additive terms in the expressiou for the spectral density

of the operator's output.

Considering that no disturbances are present, the mean-squared error

I CO 2 Y0 0 ) l2

-~ ~ a '-OJ Ijit(CiO)d ft J +i +Y ~O) nne (to) dLD

where A (I)

1 =J the error/input describing function
"I IW +YpYc( a)

and Oji(o) - the power spectral density of the input

•nno(N) the power spectral density of the remnant expressed
0 an an "equivalent" open-loop input applied at the

pilot's output

The first term in Eq 4 derives from the describing function portion of

the pilot model operating on the forcing function. At the operator's

output this component can be represented by a power speotre3 density

IHt2oii(w), where H = Yp/(l + YpYc) is the closed-loop describing f'unc-
tion relating pilot's output to the system forcing function. The power

spectral density of the remnant can also be expressed in closed-loop form

am Onn . I,/(, + ypyo) 2lOnn0 . Then the total power spectral density of
the operator's output is

000((o) " 12li(*) + Dn(e)

The ratio of the linearly correlated pilot-output power to the total

pilot-output power is the square of the "correlation coefficient,1" P:

IHI2ii nn (6)

The meaning of p in a specific instance is dependent on the data

nalysis apparatus and on the nature of the aystem forcing function.
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For our experiments p is found using an analyzer which mechanizes

spectral and cross-spectral measurements using multiplications and

very low pass filters (Chapter IV). If the forcing hunction is a sum

of sinusoids, Oil will be a mum of delta functions (i.e., a series

of line spectra whioh exist only at the frequencies of the individual

forcing function sinusoidal coponents). Then, in general, the output,

0o00 will be a sum of delta functions at the same frequencies as those

in oil, plus delta functions at other discrete frequencies (if non-

linearities or constant rate sampling are present), i1us a continuous
power spectral density component representing random fluctuatione in
the output. At the frequencies for which they exist the delta function

components will generally overpower the random component, and the p

measured at forcing function frequencies will generally be 1.0 unless low

frequency time variations in H result in additional power within the

measurement filter bandwidth. In fact, p will be 1 .0 even in the pres-

ence of many kinds of system nonlinearities. At other frequencies p

will be undefined since ilj is zero.

For forcing functions which are samples of random processeso the

power spectral densities in Eq 6 arm all continuous. The meaning of p

for this case is quite different; Jts value relative to 1 .0 becomes

primarily a measure of the relative importance of thu remnant. Near-

unity p values indicate a linear constant-coefficient sersttm, wheres L

lesser values imply nonlinearity and/or nonstatiorarity and/or "noise"

injection (Ref. 34). Thus p for the random-input case is not as dis-

criminating a measure as when the input is made up of simple sinusoils.

All past human operator data for which p values exist used forring

functions which were samples of random processes (Refs. 24, 29, 34,

and 50), or very many, closely spaced in frequency, sinumoids (Ref. I1)

which were not separable in the analysis technique used. Therefore i
past p data fall into the random-input category. Much of the existing

data show correlation coefficients near 1 .0, although considerably lower

values were not uncomaon. In general, the larger the correlation coeffi-

cient, the smaller was the renmant and the mean-squared trac'ýing errors.

The smallest observed remnants occurred in connection with controlled

elements which had the least energy storage, i.e., Y. '- Ko. Here
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the foz of the operator's equalizer characteristio is either a low
froquenay USg or a pure gain,, Finally, the least remnant Is assnociated

with forcing functions having the least bandwidth r•r high frequency

oomponents.

Unfortunately, mechanisms for the description of the remnant are not

nearly as well "understood" in an equivalent mathematical model form as

those for the describing function. Observed remnants in one-dimensional

control tasks have, however, been "explained" in three possibly equally

likely ways (Ref. 3)a

a. Random "noise," with a mean-squared value proportional
to mean-cquartd linear output, superimposed on the
operator's linear output

b. Nonsteady opera-tor behavior. that 4s, variation of the
opeiator's describing function during the course of a
measurement rc n

c. N~on~intar anticipation or relay-like opersationp super-

imposed on the operator's linear output

Remnant data are far more sparse than lescribing function information;
and the data available are not especially reliable. Consequently) the

sunmary statements above are about all that should be said in connection

with the oizoa 1960 model.

3. eaft le for the tshingl Mo*el

It may be well to remark that the analytical-verbal model is in part

a hypothosis whiuh derives from whatd after all, can only be described

as limited data. The rationale of the model, however, does not rest

exclusively on observation. The adiustment rules are partly an exprem-

sLen of practical synthesis procedurss for inanimate servomechanisms

(Rees, 7P 22, a~id 26).

Desirable properties oi a "good" feedback control system are to:

a. Provide opeclf.ed conmand-response relationsah j1
b. Suppress unwanted inputs and disturbances

c. Reduce e±fectb of variations and uncertainties in
elements of the control loop

23.

S---i- -----



It can be shown (Ref. 7, for example) that these three functions are I
saoocqlishod in a single-loop manual or automtic feedback control I
syntax by making the oonplex gain of the open-loop system, very

large over the range of frequencies in which the cowand input and load

disturbances have substantial components, and very small outside thii

rane. .
For the unity feedback system of Fig. 2, the desired closed-loop

transfer function is the transfer function of a low pass filter. The

entire range of positive real frequencies may then be divided into three

regions of principal interest in terms of the magnitude of the open-loop

system transfer function. These are displayed in Table IV.

TABLE IV

OPEN- AND CLOSED-LOOP TRANSFER FUNOCIONS
OF A "GOOD" SERVOMECHANISM

M•QUENC'Y OPEN-L4OO CLOSED-LOOP
TRANSFER FUNCTION TRANS1IR FUNCTION

«1l I + YPY1

I ~ "Y

-u 1 -yya 1<Iyy

The region near the crossover frequency, %, (where lYpYct 1 1) has

a surpassing importance in the synthisis of feedback systems. First,

for "good" performance the crossover frequency must exceed the largest

frequency, wj, at which thore are appreciable components of the comnands

or external disturbances. (oc is, in this sense, somewhat greater than

an upper bound on the frequency region wherein IYpYc IX I , a condition

which proea good following of the system input by the output and

suppressi of disturbance effects. Second, the shape of YpYc at and
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near crossover frequency determines the dynamics of the dominant modes

Of yrauam wvusyvwý. Tha uuzial.uz £ur z~ui--znra otscillabur'Y j~i yi

opro I and *9 Yc -- 9 when gn Y.pYc(0) -+ (7)a:d

Hance, neutrally st~able or unstable dominant modes are moot often avoided

•: by adjusting the system so that

SIYp~c <I iwhen ypyc - -V
and. (8)

SYPYC > --n when IYPYc l " I

These are the often quoted conditions of positive gain margin and phaoe

margin (e.g., Ref. 22). They are an expression for saimle minimum phase

or minimum phase plus transport lag systems of the Nyquist stability

criterion. Since stability is quite litorally the mine ua non of a

feedback control system, these requirements for gain and phase margin

,ay severely restrict the choice of the crossover frequency.

The phase angle at a frequency a) of a transfer function, YpYc, which

contains a transport la&, T, but which i.s otherwise minimum phase, in

terms of amplitude ratio slopes is (Refs. 7 and 2)

S[c)- dIlp(c)I] (•)

1r d oot--.--..-d(•

where ~ ~~ th loed YPYOI/l(t/oc)],rare expYeswedIn dbdead.A

llustrated by Fi. 5, the l 0oth (/2)Il(/e)1 term in the inte (a l

applies a large weighting to slope changes in the immediate vicinity of a..

and greatly attenuates the effects of the integriand of slope changes else-

where. Consequently, the phase at %c is affected prirsrily by v%, by the

local db amplitude ratio slope (the second term in the expression), and by
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Figure 3. Weighting Function for Bode's Amplitude Ratio Slope,
Phase Relabionship

local changes in this slope (the integral term). If the db amplitude ratio

slope is esaentially constant over a wide region about w, the expression

reduces approximately to th~e second term alone plus the transport lag's

contribution. In this event the phase associated with a constant amplitude

ratio slope of -20n db/decade will be simply -- rut-nrac/2 rad.

For low pass open-loop transfer functions the amplitude rat.o slope at

gain crossover is ne ative, so a positive phase margin can usually exist

only when d [YpYcl1 , /d [l (w/b)] in the imuediate vicinity of crossover is
less (numericslly) than -40 db/decade, the local changes in slope are moder-

"ate, and the Ta) contrLibulion is ninor. The available crobsover reg.inns for

most transf-v functions are, therefore, confined to areas where the local

amplitude ratio slope fulfills these conditions, and the choi.ce of crossover

frequency is delindt;d accordingly.
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These considerations are embodied in the P Rule of Thumb of

£auz u ayiL a L a t rLv ~uLuh .. -220 -. 1b/a.uwl"

slope for the amplitude ratio, and then make it the crossover region by

putting the 0 ab line through it" [i.e., make the gain such that Iypyo(jm) 1

where YpYc(jO") I i/J(COV%)]. This crude prescription for stability and good
response is generally adequate for minimum phase systems. It can be

extended directly to the transport lag case by adding a prescription for

a positive phase margin. Typically, the phase margin, qq, for a well-

adjusted regulator is approximately 30 -400; a somewhat higher value is

customarily used for servomechanisms, which must follow commands as well

as suppress distu-bances. The human has his own ideas (Adjustment Rule 4b)l

Finally, then, for a "good" feedback control system the operator's

describing function, Yp(Jci), must be adjusted so that the crossover

frequency, wo, exceeds the highest important frequency in the input, wj

and so that IpYc(jcu) conforms et low frequencies, high frequencies, and

crossover frequency to the requirements noted in Table IV.

Many of the above remarks about the rationale of equalization adopted

by the pilot can be made more concrete and understandable by the defini-

tion of an approximate "crossover model" for manual control systems.

This has been done in Ref. 38, where it is pointed out that considera-

tion of the requirements of "good" feedback system performance leads

directly to the conclusion that the pilot adjusts his describing function

so that the open-loop function, YpYa, in the vicinity of the gain cross-

over frequency, wo, is closely approximated by

ii aMbe-j°'e

4 . Y p Y e "; ( I 0 0 )

This crossover model is not a replacement for the analytical-verbal model,

but is instead a convenient approximation suitable for many engineering

purposes. While it is a better description of amplitude ratio character-

istics than of phase characteristics, it often describes the most signif-

icant features of operator behavior adequately. This is because the

actual shape of the open-loop function away from the gain crossover
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frequency is usually almost irrelevant to the closed-loop performance.

It is, therefore, often unnecessary to, retain terms in the describing

function whose influance is uot felt in the immediate vicinity of gain

crossovers

Table V shows the application of the adjustment rules to the

prediction of a pilot's describing function and to the formulation of

the crossover model for several simple limiting-case controlled elementsu.

TABLE'V

OPERATOR DESCRIBING FUNCTION AND CROSSOVER MODEL

WHEN THEWHEN T THE OPERATOR' S THE CROSSOVERCONTROLLED ELEMENT DESCRIBING FUNCTION IS MODELTRA18FER FUNCTION IS (w about a•c)
(Ye) (Yp) IS YpYc

KKp-- Kpe-Ji"e ,1Kce-ce

Kpe -Je 1 ,K, e-Jane

(TIJ+1) + T<< TI --

1) 1 KcTLe-JIweKpe-j"Y'e (TJwo+ 1 ) << jo

In many instances more complicated controlled elements can be satisfac-

torily approximated in the vicinity of gain crossover by these simple

limiting cases. Thus, for example, a damped second-order controlled

element, Yc - Kc/[(Jw/%) 2 + (2t/i%*)Jwc+ 1], with a natural frequency,

CO1 << c, is closely approximated near w " a by a double integrator)

Yc - Kcat/(jaO)2' The operator's describing function would then include

a lead equalization (see also the last entry in Table III).

*Notr that the neuromuscular lag, which has an important influence

at and near crossover frequencies, is subsuled iii a larger effective
reaction time delay, Te " r+ TN for Kc/(JQ) . For the other two con-
trolled elements the lead equalization can occur at high frequencies,
so for these Te I' -' T-TL. Actually, Te is a catchall term which
serves to incorporate into the describing function the phase effects
near crossover of pure transport lags and poles and zeros wit4 break-
points much greater than ab. 2
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3. mN 5 i in 1

The primary purposes of the experimental series are the y |

of the existing analytical-verbal model and the uesen• of this model

in accuracy and detail.

In the sense in which It is used here, "validation" is intended to

mean the confirmation of the extrapolations based on limited data. The

delineation of crucial experiments designed to test the validity of the

model involve the following preliminary predictions:

a. Describing function form adjustment. For a variety of
controlled elements the adjustment rules should be used

to predict the operator's describing function form. These
controlled elements should be such as to require a complete
range of operator equalization form adaptationj and they should
be "new" in that they have not previously been examined experi-
mentally in detail.

b. Mean-squared error minimization and variation. Estimates
of mean-squared error due to system forcing f~mction, and

its variation with forcing function characteristics, should be
derived. Special control situations should be selected which
most concretely illuminate the experimental consequences of
describing function adjustment for minimum mean-squared tracking
error, and the variation of this quantity with forcing function
modifications.

With these preliminary analyses and predictions in band, an experimental

series can readily be delineated to provide data which either confirm or

deny the predictions of the model.

As already indicated in Table II1, the simple controlled elements
Ye * Lc, Kr/jo, and Ky/(Jw) 2 evoke a complete range of equalizer form

adjustment, so these become prime candidates for critical validation

experiments. Presuming that Elkind's experiments (Ref. I1) with a

variety of forcing functions for the simple controlled element Yccu Kc
could be repeated, in part, in the cur'rent serie,• then his data as a

whole could be considered in direct context wi~n our own. The crucial

controlled element form for model validation would then be Ya u KC', o
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and KC/(Jc) 2 . Limited tests have been accomplished for the first of

these (Refs. 24 and 47), but no data are available for the second.

These controlled element forms are further attractive in that they

represent, in the vicinity of crossover, limiting oases of a great

variety of other possible controlled elements of far greater complexity.

As another aspect of validation, it is necessary to distinguish

between those features of the model in any particular situation which

must be evidenced, and which therefore would tend to be invariant with

different operators, and those features which might be, to an extent,

a matter of indifference. It will become apparent later that individual

operators may display what can only be described as a particular tracking

style. The style of one operator may be somewhat different from the

style of another operator, and this is reflected in changes in the

describing function model in those regions where the form of the model

is not critical to good tracking performance. On the other hand, where

the describing function form is critical to good tracking performance,

most particularly in the vicinity of the crossover frequency, it is to

be expected that the operator will not exercise a choice and that the

tracking performance will be tightly constrained. The three controlled

elements mentioned above are not particularly constraining except in the

region of crossover. However, certain unstable controlled elements tend

to require a more uniform behavior.

2. Model hbensiosn

The primary limitations to the existing model are due to limitations

in the experimental data on which the model is based. In essence, the

model Is about as sophisticated as it can be without further empirical

knowledge. So, the question becomes "Where are the existing data

deficient?"

a. The vast majority of the data are based on forcing
function bandwidths which were very low in frequency

relative to ut. Hence, most of the important crossover.
features of the model are based on extiapolations and the
doctrine of compatibility between date sourcee.
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bi Th_,.,e leow frequency fcrcin-function bandvidth data dv
not disclose any differences between manipulators.

ar. To achieve rndom-appearing forcing functions, noisei generators or their equivalent were used. This choice
i of forcing function, while satisfying the randomnappearing

criterion, introduced other problems:

(1) Sapling variability (i.e., effects of finite run
length) introduced several uncertainties.

(2) Data processing equipment was conplex and often
notoriously unreliable.

(3) The remnant, of course, came out as a continuous
power spectral density. Consequently it was of

such form that it was not possible to discriminate among the
several possible remnant sources (i.e., remnant can be due to
sexpling, nonlinearities, nonstationary behavior, actual random
noise injection, etc., but the distinctive features correspond-
ing to each of these tended to be lost in a general smoothed-
over slush). Also, precious little remnant data were available.

d. With the notable exception of Elkind's results, the effects
of variation in forcing function bandwidth were not system-

atically explored. Also, the consequences of chunges in forcing
function amplitude on open-loop describing function data were not
known in detail.

Many other data deficiencies exist, in both scope and kind# but the

four major items listed above were the most influential in the program

planning phases of the experiments to be reported here. A major correc-

tion of these data deficiencies was desired, at least in the areas most

significant for man-imchine system analysis. Thus, beyond the critical
experiments for the validation of the analytical-verbal model, it was

expected that experimental phases of the program would yield additional

data which would permit:

a. The refinement of statements concerning the adjustment
rules and the form of the describing function in the

vicinity of the crossover frequency. Such data might include:

(I) Phase margin data (and gain margin data wore
this parameter is pertinent)

(2) Closed-loop dominant mode characteristics, such
as closed-loop damping ratio, •CC



(3) Tighter Limits on vp'ues of T and/or - +TI

(4) Better understanding of and limits on the a
regression condition

i •) '.'Better ,lmit•s on• the me•ius value of lead
tins constant# TLi, and .lag time constantp TI

b. An improved understanding of the general effects of
forcing function amplitude and bandwidth.

c. An Improved understanding ofi the possible effects on the
pilot's describing function of changes in the nmnipulator.

d. An extension of the population over which the operator's
describing function was measured. (It. would, of course,

enlarge confidence in the model if it could be shown that not

Just a few subjects, buL many, could be described in the same
way.)

A natural result cf an experimental program carried out for theise purposes

would b.. a set of definitive data measured over a wide range of frequencies

for elementary and .imiting-case ,ontrolled elements.

In addition to all the purposes described above, it was hoped that

the experiment• results would yield the information which would permit j

a variety of questions concerning human operator performance in tracking

taskr to be answered. Some of the questions which have arisen time after

time in connection with previous investigations are suggested by the

following phrases:

a. Motor responsi models: Few, if any, investigators using
random-input describing function techniques have carried

their measuremerts to frequencies high enough to reveal any but I
the crudest facts concerning the motor response (neuromuscular
lags) of the human operator.

b. Stationarity during runs: Data reduction performed in

the frequency domain requires fairly long averaging
times. The describing function which is measured is then an
average describing function for the period of the test. It
my be postulated that the operator's performance is far from
invariant over a period of minutes, and that, for example, his
describing function might be appreciably different at the end
of a long run than at the beginning. If this were the case,
there would be good reason to doubt the validity of the mathe-
matical description under any circumstances other than as an
expression of the average performance in a particular experimental
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situation. The nature of cross-spectral data reduction techniques
and the forcing function frequencies of interest preclude the
explicit examination of variations in the operator's describing
function for any period shorter than approximtsly 2 min, but
evidence for or against rapid fluctuations in the description of
the operator could be indicated by considering p values in con-
text with other measurements. Also, the question of whether or
not the description would be appreciably different for the first
2 min and the last 2 min of the 1 O-mmn run could quite easily be
examined.

* a. Lulsing control as ar expression of lead: It is a matter
of fairly common experience that in control tasks which

are very difficult, either because of potential instability of
the controlled element or b-ecause of a very wide bandwidth of
the input forcing function, the operator will tend to exercise
control with e. series of discrete pulses. The reasons why he
does this are not clear, but it may be that hr can in this
fashion arrange more lead or phase advance. This behavior,
howevero has some nonlinear properties aad is a possible source
of remnant.

d. Samlini effects: Some authors have Ruggested (Refs. 5,

6 and 60) that the human may belbA-'e as a sampled-dat
system with a reasonably constant sampling rnte for otherwise
stationary conditions. Physical evidence for or against this
hypothesis is very sparse.. If the human operator f..pproxirwates
a constant-sampling-period, sampled-data subsystem, the ef-'`-ct
of sampling would be a directly testable physical source of
the remnant.

e. Nonlinear effects: There is evidence of nonlinear
behavior in both the perceptual and actuation

meohanisms of the operator. For examplep there are rate
thresholds below which the perception of motion is not
possible. Further, in attempting to mKke predictions of
future motion at rates above the threshold, the operator
will overestimate slow rates and underestimate fast ones.
Some such nonlinear effects might well be a suitable source
of the remnant.

* f. Other sources of remnant: In addition to Items a-e
ou ove a variety of mechanisms might possibly be the

source of the remnant.

It was not thought desirable to attempt to resolve all of tbese

questions within the framework of the present program, but certain

resolve some of them. (Those which are treated, to some extent, in this
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report are mrked with an asterisk in the mrgin.) All the questions

and data deficiencies listed were carefully considered in evolving the

rinal experimental p2Ans, and where at all possible attempts were

included to attack such questions within the main framework of the
planned experiments.
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Pragmatice.lyo, the most comxelling justification of any model is its
capacity to subsume past experimental results and to predict the outcome

of future experiments especially contrived to exercise the model to its

limits. The existing human pilot model, discussed in the last chapter,

was cor.structed on the basis of compatibility with past results, so it

lerformed the first function noted prior to the initiation of the

current program. Its next test was in forecast of extended situations.

These predictions were the basis of much of the planning of the experi-

ments and choice of particular experimental situations.

Three kinds of predictions are summarized here. The first is,

fundamentally, application of the adjustment rules and rationale to

three simple controlled elements. Although one of these, Yc a Kc, has

been extensively studied, it is treated again here with the model to

pnovide the basis for comparative statements between this and the other

two systems. The second kind of forecast is also concerned with describ-

ing function adjustment, but in a rather special way. The intent was to

find special controlled element forms which would tend to tightly con-

straiii tie operator's choice of' characteristics. To this end the model

is used to explore possible control situations which will tend to can-

firm or deny conjectures about variability. Finally) the third type of

prediction uses the model to nake mean-squared-error estimates for sub-

sequent experimental validation. In pursuing this objective, unexpected

results were obtained which provide the raison d'etre for two adjustment

rules which previously lacked a theoretical basis.

A. M3W=WZ5A CO AUIMTM~

A series of controlled elements which require the pilot's equalization

selection to range from lag-lead to essentially pure .gain to lead-lag have



already been diaicuosed in the last chapter. From there it will be

recalled that these pilot-adapted forms correspond to Yc(Jw) forms of

KQ, 7e/Ja, and Kc/(JW) 2 , respectively. Detailed analyses of man-machine

systems involving these controlled elements will be summarized below..

I. TO - 3r,e

This simplest possiblo controlled element Is also the most extensively

studied, since it was included as one of the controlled elements in three

of the programs listbd in Table II.' The most definitive investigation was

that conducted by E.kInd (Ref. 13). Yet some characteristics remained

ill defined (e.g., phase margins) or not too well understood (e.g.,
• regression).

The operator-adapted describing function fur control of tLe pure gain

controlled element will be

yl)(j(• 2s7 .. Tle' (T, c + 1)(1
YPW)I TIJ,,U + 1)TN, +1)

The phase margin of this system will be

S- A, + t YPYC(JO0 )

N i 1- tan"1TI - -ab- tanr-TNab + tan 1'TLc (12)

The lag time constant, TIO will be much greater than either the lead
time constant, TL, or the neuromuscular lag, TV, to achieve good low

frbquenoy closed-loop system response. In fact, the lead and the

neuromuscular lag will occur at relatively high frequencies and they

will tend to cancel. Thereforep at frequencies in the crossover region

and below, the primary effect of these two terms will be seen in their

contribution to the phase, which will be approxirmtely

tan-I TLm- "n 1 T~w I (TL-TN)w w

where O( ) means "of the order of."
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The net effect is thus indistinguishable at low frequencies from a

modified "effective" iaeaction time delay, T9, given by

LTo a T + -TN (- )

Using this approximationo the open-loop system characteristics become

A generic jw Bode plot shoving the open-loop oharacteristics of Eq 14

is given in Fig. 4. Also illustratF4 there is the crossover model

approximation obtained by noting that 1/Tiao << 1, so that K1C0/TY1 L

The crossover model version of Eq 14 is then

jpceos e W M 0(%) (1.5)

Pecause o> > I/Tj for good low frequency alosed-loop response, the phase

margin expression (Eq 12) au modified by Eq 13 becomes approximately

1in%

"- + • - e

where • - 1/Ti% . The orossover model phase margin will be the same as

that given by Eq 16 when 0 is set equal to zero,

In this system the most inortnnt parameter is the crossover frequency.

Unýortunately u is also one of the more difficult things to estimate

accurately usirgi the existing model because of the absence of extensive J

phase margin data. Consequently an estimate of a likely crossover

frequency range Is usually the best thdt can be done. In the prosent
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case this can be approached as -follows. Solving for the crossover

frequency from Eq 16,

+ 0) qu (17)L

Because TN and TL approximately cancel for this case, To will approach T.

A reasonable value for To is then about 0.20 see, which corresponds to

the higher side of the - range given in Chapter II. With a value for To
selected, A series of bounds on %c can be established using various

values of p and % in Eq 17. Any value of P less than 0.1 is compatible

with good closed-loop system response, so a A = 0.1 line provides one

boundary. The system will be unstable if the phase margin is less than

zero degrees, so an upper bound is established by the line

Umax TO ;(-+~)(

Finally, an upper limit for the phase margin will be taken as 400.

(This estimate is based on the very limited Elkind data in the crossover

region.) The line,

+ (19)

established a lower boundary on the region of likely crossover frequencies.

The boundaries developed above are illustrated in Fig. 5. Using the

middle of the region, an estimated crossover frequency will be about

6*5 rad/sec.

Boundaries similar to those shown in Fig. ý can be developed using a

constant phase margin and a variable re (see Ref. 37). Uncertainties

exist in both Te and the phase margin (which are not independent quanti-

ties-see Adjustment Rule 4b), so the bounded region can be considered

to take into reasonable account nominal variations in both quantities.
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Figure 5.Crossover Frequency Estimation for Y,,3 K0

According to Adjustment Rules 5a, b, and a,, the crossover frequency

estimated above will be essentially independent of variations in KCO and

will also be constant in the presence of increases in forcing function

bandwidth until wi (Eq 3) approaches or exceeds 6.5 rad/sec or so.
When dw.e exceeds the estimated %~, the observed crossover frequency will

exhibit a substantial decrease (a)n regression).



This single-integrator controlled element is an idealized rate oontrol,

i.e., an opersto-a-pplied step function input to the ,aohine results In on

output rate proportional to the step input. Because or the free s, there

is no requirement for low frequency equalization, so the adjustment rules

indicate TI a 0.1 At high frequencies the operator 'lead can be used to com-

pensate for the neuromuscular lag. Thus the appropriate open-loop system

model is
ypc IKce-JO'Te

S(20)
.- Jun e

where T.e T + TN - TL. This complete open-loop system model is identi-

cal to the crossover model (compare with Table V). The open-loop system

Bode diagram is essentially the same as that for the crossover model Bode

diagram for the Yc w KY case (dashed curves in Fig. 4).

Because conditions in .the region of crossover are so similar to those

for the Yc a Kc situation, the best estimate of a)6 possible using the circa

1960 model is based on that given in the last article presuming P does not

appear in Eq 16. Because P is thus effectively zero, the estimated mean we

might be dropped to about 6 rad/sec or so by using the average of the wanax

and 0bounds evaluted for zero p. [A few higher phase margins have

been observed (Ref. 24) for some Yc m FK/jw data, so the lower bound should

also, perhaps, be reduced.] As far as the numerical values are concerned

(6.5 and 6 rad/sec), this is a refinement that is probably not warranted

because of the basic uncertainties present in both estimates. But the

relative magnitudes of we for Y0 = Kc and Kc/ju are expected to exhibit

this ordering.

The application of Adjustment Rule 5 to this case is the same as noted

for the Yc * Kc situation.
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ya. Yo */(j(Q)2
The double-integrator controlled element provldes a cuiAOial test for I

i•! •the validation of the analytical.-verbal model aimie oerie, mental data

had never been obtained prior to the current program. Thus the applica-

tion of the adjustment rules represents pure extrapolation of the

adaptation principles believed relevant to human operator description.

The operator describing funcotion adapted for the control of the

K0/(jc) 2 controlled element needs no low frequency equalization (TI - O),
but does require the use of some lead equalization to meet the simple and

primary requirement of stability. Thus, in the complete open-loop

describing function

YPYO WOx,.Jýce-• (TLjW + 1) (21)

(jw) 2 (TNj,+ 1)

it is immediately apparent that TL > T + TN is a necessary condition for

stability. A low frequency approximation to Eq 21 is

pc . cejcuIe (TLTjc + 1)

where Te - T+TN. This approximate expression is suitable for the low

frequency range up to and somewhat beyond crossover. Note especially

that, because the equalizing lead is needed at much lower frequencies

to obtain stabilityp Te here does MI contain the compensating effect

of a high frequency lead tending to offset the neuromuscular lag.

Consequently, Te for the Yc - lc/(jc) 2 case will be considerably larger

than those values estimated for the Ye w K0 and Yc = IC/Jw systems.

Note also that Eq 22 approaches the crossover model (Table V) only when
TLc >> I.

To gain a better appreciation for the likely position of 1/TL,

consider the detailed unified servo analysis (Ref. ý9) presentation shown
in Fig. 6. Here 1/TL is located at a frequency which is considerably

42
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less than the crossover frequency. The closed-loop system in this case

¶,i~l ~v ~lo1=1~ e char-nate'ri.tia ;i±Men.b

GiMUjw)

ED .)< O (23)

(TLjw + I )( +i)(!' i) ' I

- 1) , w< O(a)) (24.)

The approximate cancellation of the low frequency closed-loop lag, TL,

by the lead equalization time constant, TLP indicated in Eq 24 results

in an excellent low frequency closed-loop response characteristic.

Now, by way of contrast, inagine that the lead break point is much

closer to I/re and the crossover frequency. The dipole pair in Eq 23

will then no longer nearly cancel. Also, for separations between 1 /TL

and 1/Ve of about 6 (TL/je + % + - 5.83, obtained from the require-

ment that two real values of d[YyYc(-o))/da a 0), the two poles starting at

the origin can never reach the real axis. Further, the closed-loop

characteristics become increasingly sensitive to variations in TL and Ie

as their separation becomes less. Consequently; it is clear that I/TL

should, ideally, be located at values much less than oc' This completes

the prediction of the detailed form of Yp for this case.

The next problem is to estimate the approximate crossover frequency.

This will be accomplished in a fashion similar to that used for Yo Kc.

The phase margin corresponding to Eq 22 is

uPM U tai- 1 TLp - -(.)

which, if 1/TL% < 1, becomes approximately

""- (26)
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where P I /T'jOp). Rearranging Eq 26p an expression for the croesover

This equation is similar to Eq 17 for the Yo * Kc controlled element,

and the likely rsnge for wo values will be determined in the same general

way. The pertinent boundaries in this case are:

S< 0.1 , for good low frequency response

•= mmex -•-- •, for the V•M 00 boinA.

O))M

- , for the qM" 400 bound

Before these boundaries can actually be drawn, a value for To must be
estimated. A well-established and representative number for -r is 0.2 seep

to which must be added an estimate for TN. As noted in Chapter II, TN is
variable over a fairly wide range, but a typical value of 0.1 is often

used as representative of the order of magnitude. This will be the pro-

cedure used here. With Te o 0.3 sea, the boundaries appear as shown in

Fig. 7. The center of the probable crossover region is a L 4 rad/sec.
Just an in the Yo a K% and Yc a *c/c cases, one should not make too
much of the exact numerical value. Instead, the important estimates are
the general range of values, i.e., 2.5 r qa 5 rad/sea, and the order
of the % values for the various controlled elements, i.e.,

paR •]Kc/,.,> £ -/(J ,,.\2" Finally. here again it can be antici.
pate& that reductions in controlled element gain Will be offset by
increases in the operator's gain and vice ve_ and that % regression

will occur for forcing function bandwidths of about 4 rad/sec.

4 I... ... . . . . . .. . .•" : .. . . ..
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L The three controlled elements considered above canl all be stabililsed

easily by the human without any fundamental conflict between stability
S~and low frequency responses The operator in under some constraint at

S~frequencies in the region of crossover, but elsewhere his transfer

S~properties can conceivably vary a great deal without causing difficulty.

• For instance, at very low frequencies the open-loop describing function YpY,
is large ralative to one for all three controlled elements, so over the low

frequency range the resulting closed-loop systems all exhibit nearly unity

input-output relationships; the effect on this property of minor reductions

or increases in the low frequency portion of the operator's describing

function will be insignificant practically. In other words, the systems

treated thus far have not been equally sensitive over the entire frequency *

range of interest to changes in the operator's characteristics, but have,

instead, been far more critically affected by Yp changes in some ranges

than in others. One could conjecture that the operator might be able to

take some advantage of this situation by being relatively haphazard over

frequency regions where such behavior makes little difference, while being

far more precise where it really counts.

There are controlled elements of great practical importance which

tend to be far less forgiving of variations in the controller character-

istics. The most common of these are vehicles which have various kinds

of instabilities over which control must be exerted to create a stable

man-machine system. The resulting system is conditionally stable, because

"either too high or too low a gain will result in instability.

Idealizations of two controlled elements which result in conditionally
stable closed-loop systems have been selected for further examination.

These are:

YC a 1

- Kc

II7

jW (j T ---
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The first can be thought or as a generalization of the Yc a -C/Jcu

controlled element (wherein i4 - •,) and tte second, as a similar

generalization of the Yo a K%/(Jw) 2 configuration. JAst am in their

special 1/T-o oases, the major differenoe between these two controlled
elements derives from the necessity of using low frequency lead in the
second to attain stability, whereas lead is not required for stability

in the first, so any lead generated can be used to improve the high

frequency response.

This simple divergence controlled element has been studied analytically

previously in Ref. 1, and certain facets have been examined experimentally

in Ref. 11.

Figure 8 presents a detailed analysis of a system composed of the

unstable divergence and a pure time delay, Te. As might be expected,

when 1/T is very small relative to 1/Te the system characteristics appear

very similar to those for Yo - Kc/jtz. For this limiting case it will be

recalled that the lead equalization was used primarily to offset high

frequency neuromuscLlar system effects. Consequently, for small values

of 1/T, at least, the operator describing function for control of this

controlled element will be

Yp - Ke-•e (28)

where -re 1 T + TN - TL. This operator describing function will probably

be retained as I/T increases toward 1/,e since neither lead nor lag

modifications are capable of improving the system significantly. As

can be appreciated from Fig. 8, the value of 1/'Te provides an upper
limit on the operator's control capacity, so TL will play an important
role indeed in reducing le to its lowest effective value. An experi-

mental issue of great interest here is the extent to which the operator

may possibly be able to reduce the neuromuscular lag and reaction time

delay when the pressure to do so is extreme.

48



I

_______________ I

4

K ____ I
0

sPflhIIdww ss@qd

I

- I
U S 'I

a

b af
[ 0 1

* 49

I

VA.



The conditionalLy stable nature of this systetm is revealed by t.hA

S~low and high gain stability limit zero-db lines shown in Fig* 8o. The

Soperatorts gain chameritics mast be such as to establish and main-

tain ehe actual system zero-db line somewhere between these two extremes,
S~Deviation from this policy at low frequencies results in an &periodic

divergence, whereas at high frequencies an oscillation is the penalty
i incurred for exceeding the stability limit.

The tolerances on operator gain adjustments can be made extremely

small by proper adjustment of I/T. As the divergence timp constant

decreases, the spread between 1/T and 1/Te also decreases. Maximum

phase margin becomes smaller and, most important of all, the range of

stable gain levels becomes smaller. This range is theoretically reduced

to a single value of gain when the real axis breakaway (tua) coincides

with the origin on the root locus. The position of the breakaway is

easily determined since it coincides with the point of zero slope on

the G(-a) amplitude plot. Thus, the breakaway point is that value of a

for ýhlch dG/da is zero. Since G(-a) is

-(KD~cT) eTea
G(-a) (29)

then the slope of the Siggy plot will be

Tre0(-a) [ TT" -a r+-T (3o)

which is zero when

T - TC e 1 1 ( 3 1 )
"a Oba 1T- re T

The breakaway will coincide with the origin when the divergence time

constant, T, is equal to Toe. Since the low frequency effects of the
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neuromuscu.Lar system can be largely canceled by the lead equalization,

ie is essentially T. Hence, operator control of divergences having

time constants of the order of 0.i5 sea are theoretically possible.

S ,rly experimental evidence on the control of such divergences tends

to support this conclusion (see Ref. 1, p. 4), and subsequent experi-

ments (Ref. 11) amount to conclusive demonstration.

SFor the experimental program contemplated here, the main o4jective

is to explore the effects of system constraints on operator variability.

To obtain the precision desired in describing function measurements,

relatively long tracking runs are required, some with large forcing

function bandwidths. Under these conditions, divergence time con-

stants near the stability limit are likely to be too extreme, tending

to induce fatigue and frustration in both operator and experimenter.

Much smaller values of l/T, say 1 to 2 rad/sec, impose significant

constraints on operator variability while being compatible with a more

relaxed experimental procedure. For example, with 'e n 0.2 sec and A

T = 0.5 see, the breakaway frequency, aba, is 3 rad/sec and the total

stable gain region is 10 db.

0. .o

Just as for its double-integrator special case (1/T - 0) this

controlled element requires low frequency lead equalization for

stability. Because of the divergence, some minimum gain level is

required, thereby leading to the conditionally stable nature of this

system. The appropriate operator describing function is
4-

Yp I Kp.e-re (TLJc +1) (12)

where 've here is approximately r +TN, Just as for Yc - vk/(j() 2 .

Figure 9 presents a detailed unified servo analysis of this system.

There the 1/TL lead break point occurs before the 1/T divergence.

This relative position is appropriate for the moderate to large values



I I

I 'I

TO:

(qp) ,IliO *Pnnliww (lop) 6m64d* i
I•: ,,- __+

""Qq

52



ef 1!T ¶'hich are of pri-iry intcrcst hrae; foiC Va-V b" 1 -Vlues of LiTP

however, the relative position of these break points will be reversed.

That this relative order of I/TL and I /T In pertinent can be readily

appreciated by donsidering the alternative.

In the limit, as 1/TL approaches zero, this man-imahine system tends

to approaoh in form that for the simpler first-order divergence considered

above. In such a limiting circumstance the controllability limit would I
occur when T a Te. Because the lead equalization is not, in this case,

tending to cancel neuromuscular lags, Te is substantially larger than that

for the simple divergence.

Although the root loci for the simple divergence of Fig. 8 differs

drastically from that shown in Fig. 9, the essential character of these

systems in the region of crossover is similar. This is most easily

seen by comparing Figs. 8 and 9c. The differences so prominent on the

root loci occur at gains which are lower than those of direct concern.

The key similarity in both circumstances is that as 1/T is increased,

the tolerances on available gain variations decrease. The central dif-

ferences between the two constraining situations, already mentioned above,

are the neceasity for low frequency lead generation in one instance and

the differences in Te.

0. 1fl7MWANX A8BUM AND MnWUASZON ADJL3D5

The mean-squared error generated in a man-machine system with

stationary forcing functions has significance from at least three points

of view. First, mean-squared error or any closely related error func-

tional, such as je-, is often used for the relative assessment of com-

peting man-machine systems. Second, the stationarity of mean-squared

error values gives a direct and easily obtained indication of over-all

system stationarity. Tearnr curves, for examle, usually consist of

a record of mean-squared error or similar quantity versus tiixe) with

stationary conditions being presumed for the system an well as the
performance measure when it has achieved what appears to be a constant

minimum value. Third, there is some reason to believe that the operator's

-- -- ----- --



describing function parameters are finally adjusted so that olosed-loop

low frequency performance in operating on the forcing function minimizes

or nearly minimizes the mean-squared tracking error. This is, in fact,

Adjustment Rule 14a.

Because of the importance of mean-squared error, it was desirable to

develop some simplified relationships, using the pilot model, that can

be used to make predictions which can subsequently be tested by e9peri-

ment. Unfortunately, not enough wae known about remnant to include it

in any mean-squared error formulations. However, it is not difficult

to separate the mean-squared error into two components - that due to

remnant and that due to forcing function. Attention here will be devoted

to the mean-squared error component due to forcing function, i.e., the

first term in Eq 4. 4

The mean-squared error component due to forcing function is given 4
by

= i 10 I (.NOW.If;

where teei is the error power spectral density due to Oij. An extremely

simple yet remarkably universal open-loop system describing function

model is the crossover model of Eq 10, which is repeated below.

'pYc 03 (10)

This model has a high degree of validity for the Yc Y Kc/jm system and

is also quite good for most Yc a K. systems. It can have some validity

for special cases in other systems also, such as the Yc - Kc/(Jw - l/T)

system when 1/T is small. Although this open-loop describing function

also has merit as an approximation to describing functions for Yc /(to)2

in the crossover region, its description of the phase at frequencies not
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too far below ic is inaccurate. Still, mean-soquared error oalculAtions
banea on this simpe rom wIAL, nave a measure of agplicability to vany

of the situations to be examined experimental•l•.

The &5Mlified systems for which mean-squared error calculations

will be made are shovn in Fig. 10. The crosuovfr model system, Fig. 10s.0

leads to integrals which cannot be evaluated without making sinlifying

approximations, although it can easily be evaluated numerically. Both

of these approaches will be used below. For all the calculations the

forcing function spectral density will be taken as the rectangular

spectrum given by Fig. lob.

a) Crossover Model System

0

b) Forcing Function Power - Speotral Density

Figure 10. E.lement: of e7 Calculations



Thc Grror-to-input dczcribing function for the crocoovcr modcl 4. N
given by C

When Eq !4 is inserted into Eq 33

a - 2w ' sin w e+c

This integral is not readily evaluated. However, if sin cme is replaced

by its argument (a good approxination for systems wherein a is such that

Wl'le << 1) the integral is easily found. The result is

if the 4perbolc arctangent is carried only-1 t he second term in its

expansion. The exceptionally simple result (RefI 37) given by Eq 37 Is

often referred to as the "one-third law." It will later be seen to hold

remarkably well as long as mii/Lo is somewhat less than 1.

Equation 35 can also be integrated numerically. The result of such
an operation is shown in Fig. 11. In this plot To serves as a normal-
izing parameter, so the figure is essentially relative mean-squared
error versus crossover frequency) with forcing function bandwidth as a
parameter. These resu~lts are of very great interest indeed, for they

imply much about operator adjustmentl It will be noted that the minimum
values of mean-squared error for the smaller a% conditions occur at the
stability limit. This implies that crossover frequency should be adjusted
at or near this value and be kept there, i.e., % 4-constant. This is a
highly enlightening eanalytical justification for Adjustment Rules 5as
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and 5b, which were based on extrapolations of experimental observations.

ButL Fig. 11 uontains otill mnore 1n~vrumfiUu.I NuLluts 6haL mL t% ve~lua& uZ

Teeý lying between 1.2 and 1e4 the minimum mean-squared error will no

longer be along the stability limit. Ientead, smaller values of mean-

squared error nan be obtained by a drastic reduction in the crossovpr

frequency. This phenomenon is, of course, the a) regression noted in

Adjustment Rule 5c. Judging from Fig. 11, such regressions should occur

when bA/a~ becomes greater than about 0.8, which in completely compatible

with the experimental data on which the order of magnitude condition,

wl/% " 1, was based.
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The experimental portions of this study were intended to make explicit

and to quantify those aspects of human adaptive behavior which can be

demonstrated in essentially stationary experimental situations. Great

emphasis was placed on the isolation and, wherever feasible, cortrol of

sources of variabillty so that the experimental findings could be pre-

sented, icsofar as possible, in a deterministic rather than statistical

fashion. This was accomplished by precise measurements, sometimes on two

independent analysis machines; by using specially oontrived experimental

and measurement prooedures; and by paying meticulous attention to details.

These means have been successful enough to allow definitive results to be

obtained using a restricted number of experimental runs.

The general measurements and task variables involved in the

experiments are sunmmarized in Fig. 12. The task variables under the

experimenter's control are enclosed in dashed boxesj those actually

controlled in this experimental series were the forcing function and

controlled element. For the data to be discussed here, Y. was set

equal to y., K/Q , K0/(3u3-.1/T), yc/(jw) 2, and Kc/jw(je(-1/T). The

basis for the selection ,of all these controlled elements has been laid

in the previous chapter. The selection of i(t) will be discussed

subsequently in this chapter.

The measurable signals in the control loop are characterized by

poWer spectra such as Oee, mean-squared values such as -, and ampli-..

tude probability distributions such as pc. The operator is character- I

ized by the describing function Yp and the remnant 0=. These quantities

are sufficient to Qompletely define the man-machine system in spectral,

average, and amplitude distribution terms. The key analyses necessary

are those pertinent to determination of power spectra and cross spectra.
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The analytical details involved in proceeding from the spectral quantities

to describing function, remnant, etc., are so well known and documented

(e.g., Refs. 13, 21, 24, 29, 34, 35, 50, 51, etc.) as to make detailedI
repetition here u=ecespar_. -omeeer, it is worth mntioning again that

thq correlation coefficient, p, au used in these experiments has been

made especially sensitive to operator time variations by virtue of the

forcing function type selected and the analyzer used. Also, another

dimensionless quantity, pa, has been defined to indicate the relative

amount of remnant in the total'output. Finally, because both periodic

and random time functions are present in the experimental systems, the

power spectra may have two different natures, line and continuous.

Terminology and definitions which are consistent with both possibilities

are, therefore, needed. These are given below.

In general the symbol Oxx(co) will be used to denote the power spectral

density of a time signal x(t). In more compact style the power spectral

density is also referred to as the power spectrum or, even more simply,

as the spectrum. The autocorrelation function, RXX(T), of the same signal

is defined to be

-x(r Lim 1 (t)(t+T dt

-x(t)x(t + ) (38)

The power spectral density is proportional to the Fourier cosine trans-

form of the autocorrelation function, Rxx(¶), i.e.,

Ox -) o Rxx(T) coorw crdT (39)

The mean-squiared value of the time signal will be

,t~ fo OXX(w) do)

a R=(0) (40)
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140 x(t-1) is a pcri-Ai fInCtPC.ion,

X(t) . •%.sin (%t ,i*=) • 4.

then the autocorrelation function is

T " Cos (42)

The mavnitudes of the delta function spectral lines in *, ae times

i ~ the square of the peak amplitud•es of the sinusoidal components in x(t).

When plots rd presenting the line spectra are eide, the actual quantities

S~used. are q•(c~a), expressed in power db, i.e., 10 10610 •x' The mean
square of x(t), following Eb e0, is

r-1

When x(t) is a stationary random function the autocorrelation func-

tion definition remains unchanged, ad the power spectral density

definition based on the autocorrelation, Eq m9, and the mean-squared

value expression, Eq 40, are also unmodified. The form of the paner

spectral density will, however, be entirely different from the sum of

Whdela functions occurring for the periomic case, i.e., the power spe.tral

density will be continuous. If, for one reason or another, the component
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of the power spectral density which is due to a random component in x(t)

i: rcquirad to lie firically iaentirled, then the notation (k is used.
Thus, if both periodic and random components appear in x(t), the power

-sectra density will be ...

M

Power db are also used for plots of qxx(c), i.e., 10 log1o %(W).

The experimental measurement of the quantities summarized above is

critically dependent on the manner in which the measurements are executed

and on the apparatus associated with the control tasks and signal analysis.
This chapter is therefore devoted to descriptions of the physical layout
and equipment, the task variables (forcing function and controlled element))
the measurement situations and data presentation conventions, and other

empirical aspects. Particular attention is given to the description of

special procedures evolved in the course of the program to avoid pitfalls

or to increase the reliability of the data.

A. 1MZOAL ZATOTI AND R79U

The experiments were performed in a labomtory area consisting of

two connected rooms. The larger of the two rooms contains all of the

electronic equipment for performing and analyzing the experiments. The

smaller room contains the manipulator and display. In this way, the

operator is isolated from the measuring equipment and other disturbances.

An intercom is used for communication between operator and experimenter.

The experimental equipment consists mainly of three basic systems.

The first is the watt-hour meter analyzer shown in Figs. 13 and 14. This is

an analog device capable of computing the cross spectra between the forc-

ing function and two other functions at each of the ten frequencies

contained in the input, in real time.. This device is more extensive

than, but is otherwise similar to, apparatus originally used by flusell

(Refs 47) to obtain human response measurements. It contains ten sinu-

soidal function generators, Fig. 13# from which the forcing function is
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I
synthesized. Since a separate signal is available at each of these

frequencies (both mine and cosine oomponents)o the calculation of the

cross spectrum between the forcing function and another signal to rela-
tively simple (see Refs. 44 and 51). At each of the input frequencies,

a multiplier and an integrator are required for the real and imaginary

parts. These functions are provided by watt-hour meters, Fig. 14. The

use of these devices makes possible simultaneous computation of crose

spectra at all input frequencies. Thp limitations of this equipment

are that measurements are restricted to input frequencies and it is not

pussible to measure power spectra. The major use of this equipment is

to calculate the describing function during the actual experiment, so

that the results are immediately available. Mean-squared error, PO
and operator output) ;-2 are also measured by other -att-hour meters in

the same gear.

The second system is the magnetic tape recording equipmento Fig. 15.

During an experiment the forcing function, i(t); error signal (input to

operator), e(t); operator's output,, (t); and controlled element output

(system output), m(t)s are recorded on tape. These signals are later

transcribed onto a continuous tape loop which provides repetitive data

for further processing.

The third basic component of the data reduction equipment is the

spectral and cross-spectral analyzer (Ref. 57). Besides providing an

alternative means for cross-spectrum measurement, this equipment (Pig. 16)

fills the need for the additional measurements of power spectra needed

for remnant calculations. It is capable of computing the cross spectrum

between any two signals without necessarily requiring the forcing func-

tion to be made up of sinusoids. Howevert because of its sequential

operationp the input data must be repeated once for each frequency for

which a value is desired. so that on-line operation is not possible.

Input data for this analyzer are obtained from the magnetl o tape

recordings. From these tapes are obtained the correlation coefficient,

the Uescribing function calculations for corroboration of the watt-hour

meter analyzer results, and remnant spectra as print-outs on a paper tape,
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The controlled element is generated with an analog circuit. This

circuitry is contained in a separate raock (Fig. 17). By switching
feedback cowonents, a variety of response characteristics can be
obtained. These inclue the limiting oases used for the m=eJority of

",experlmlents, KX, 1Ci/j: an& .o/(jw). ad ..Mt..e.unstable cases whichI

appraoh IC0/to and !C/(Jw)2 as I/T approaches' zero, IC./G... - I./T) and

The manipulator used for these experiments (Fig. 1 8) was designed

to exhibit the minibtm possible inertia and daoping) so that it behaved

essentially as a spring restraint. Only the lateral degree of freedom

(for transverse or roll control) was used in this experimental series.

The stick was manipulated to minimize the error, displayed on a 6"

oscilloscope face as the horizontal distance of a spot from the center.

In order to estimate the accuracy with which describing functions

can be measured using this equipmentp, an extensive series of tests were

performed (Refs. 44- 46), The results of these tests indimate an
accuracy for both the watt-hour moter ealavzer and the spectral and

oross-spectral analyzer of about o.5 db in amlitude and 40 in phase

angle over a dynamic range of 40 db in amplitude and a frequency range

of 2 decades (0.-1 to 14 rad/sec). Typical measurements are shown in

Fig. 19. For these, the tracking loop contained only the controlled
element, which was set to give the indicated transfer functions.
Excellent agreement was obtained between the two analyzers and the

theoretical response for the known controlled elements.

S. MMMT N CO' M 1OROMG MONZUX

Since the watt-hour moter analyzer can measure only at the forcing

function frequencies, the selection of these frequencies and the foroing

function spectral shape is of great isportance in minimising measurement

variability. In Refs. 21j, 40 041i and 54 conditions pertinent to the

use of deterministic signals to simulate random-appearing signals having

Gaussian oxplitude distributions are presented. Requirements for

independence of sine waves and appropriatt choice of run lengths for

minimizing the measurement error are discussed in detail, In Ref. 54
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-- Analog Frequency Response

-20 (D Watt Hour Meter Analyzer

A Spectral and Cross Spectral
Analyzer

II

"8°o0 ,.o -1.0 10

w (rod/$ec)

Figure 19. Accuracy and Compatibility of Analyzers

it is shown that a close approximation to a Oaussian amplitude distri-

bution can be achieved when as few as five properly chosen independent

mine waves are sunmede Therefore the ten independent signals available

are more than adequate) and even allow some flexibility.

The desirable characteristics of a forcing function composed of

independent sine waves) and to be used for human response studies, can

be epeiafied as:

1. Random-appearing# so that the operator cannot detect
any internal coherence in the forcing function and
thereby adopt a higher level of behavior
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2. Having a Gaussian amplitude distribution, so that
'Gaussian-input describing function theory may be
used

3.Extonding over about 2 decades, including low
frequencies below'06. rad/sia

... 4. ing a si•ply def.inabl.e cutoff frequency
Pr. roviding energ in the crossover range without
disturbing the operator's low frequency performnee

6. Being como sed of low frequency sine .wvss which
are integral. multiples of the ran length to minimize
averaging error

The forcing function, I(t), selected for the set of experiments

described in this report- the so-called augmented rectangular input

spectrum-conforms to these requirements. This input is designated

oa• ci where eq is the cutoff frequency in radians/second and ai ii

the rms amlitude of this input as measured on the pilot's display.

Ordinari3ly, ci was 1/2", so c is specified in our notation only when
it differs from 1/2". The frequency setting, %p and the number of

periods for each component in the fixed 2iO.sec run length, Tý, are

as follows

0157 6

0•262 10

0.393 15

0.w0 23

0.969 57
S.4.9 57
2.54 97
4.o3 1 54
7.57 289

1308 527

Three oa values were used-1.5p, 2.5, and 4.0 rad/sec. For the •

1/2" forcing function, qA alone characterizes i(t). To define these

three inputs) the amplitudes at the lowest sIx, seven, or eight frequencies

were set equall for cutoff frequencies of 1.5, 295, ox 4.0 rad/seo,
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respectively. The aplitudes of the remaining frequencies were sot to

one tenth of the low frequency amplitudes (20 db attentuation). The

logarithmic spacing (which facilitates fitting theoretical curves to

the measured values) was selected to insure the effective independenoe

of the sine wave owmonents over the run length of inteiest.

Fure0 shows measurements of the three forcing functions which
illustrate the augmentation of the well-defined rectnulr cutoff

frequency spectral shape by a series of very low energy signals extend-

ing up to I.8 rd/sec. Specific tests were performed to assure that

-20-o--

S0 db"/.O n10
112 in

I __ ____ I______

THEORETICAL VALUES

0 WI*1.5 -10. 8db (w -wg) -30.8Bdb (w.7 - wio)
& A WI 2.5 -11.5db (w,1-w) -31.5 db (w.- w1o)

-60 M WI, 4.0 -12.0db (w,,we) -32.0db (d,, Wo)
IJ i I 1 II111 I 1L..I . L IIII ..

0.1 1.0 10.0
w(rod/sec)

Figure 20. Measured Input Power Spectra kagnitudes

these forcing function spectra were indeed nearly Gussian, Figure 21,

which is representative of the data for at n 1I. and pi a 4.0 as well,

is a plot on probability.paper of the ou=ulative probability distribu-

tions for seven eq w 2,• inputs. A straight line is produced by a

Gausslan distribution. Aplitude distribution analyses were also rode
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for these three Inputs using a chi-squared test (e.g., Ref. 23).

These indicate that the inputs are all Gaussian at the 0.05 level.

2

10

U) 20

240

~50
* .860-

10.

a.o
-1 0

Figure 21. Measured Cumulative Probability Distribution
of Forrning Function Amplitude

For each of the forcing functions, thi chi-squared test for goodness of

fit to a Gaussian distribution used, as a null hypothesis, the hypothesis

that any dif'ference between the observed distributions and the Gaussian

distribution was the result of ohance foroes. For this test,
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k (0 o- Ai)2  (iE

where Oi represent t~he observed measurements in.a .iven category, .h.ch
is a docile here, and Ai is the number, of observations exected in a

decile if th4 distribution is Gaussian with the measured mean and vari-

sane. Because the categories used were deciles, k n 10. Since the

Gaussian distribution has two parameters and these parameters are

unknowns in this case, there are seven degrees of freedom. Using this

hypothesis as the test hypothesis, any difference between the observed

distributions and the Gaussian distribution which turned out to be

significant, i.e., not Gaussian at, say, the 0.05 level of significance,

could be expected to occur only one time in twenty (5 percent) or Xss

if solely chance forces caused that difference. All of the chi-squared

tests for individual inputs, i.e., five 1.5, seven 2.,5, and three 4.0

forcing function samples, failed to reject the null hypothesis. The

chi-squared values were then averaged, and these averages are plotted,

together with the ranges, in Fig. 22.

The augmented rectangular forcing function shape was, of course,

intended to overcome the past deficiencies in human response data due

to their liyited frequency range and to the lack of precise meaeure-

ments in the critical crossover region. Xopefully, the tiny high

frequency forcing function conponents greater than Uij do little to

disturb the operator's low frequency performance. Ideally, the low

frequen•y characteristics should be substantially the same as those

measured with a pure rectangular forcing function spectra, ioes, without

the augmentation frequencies.

In order to demonstrate the relative lack of influence of the low

energy higher frequency signals on the low frequency describing func-

tion behavior, we refer to 31kind's definitive set of data for Yo - 1

(Ref. 13). Figure 23 shows Yp for Elkind's R.AO forcing function-
. pure rectangular forcing function spectra consisting of 40 equally
spaced equal-amplitude sine waves up to wi - 2.5 rad/sec and of

1.0 inches rms magnitude- and Yp for Elkind's B-6 forcing function
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Figure 22. Average X2 ValuJes for Augmented 1 .5, 2-.5• and 4.0

which was an augmented rectangular forcing function spectra co-:r

144 sinusoids and equivalent to qa 3 p.0, 1" in our notation, ,

be noted that the B-6 data provide a convincing extrapolati '

R.40 data to the crossover frequency. Subsequently we shall

that the Ye w Fa data developed in the current program are aomo!

with Elkind's data. It therefore follows that the augmented rv - lar
forcing functions used here provide a reasonable extrapolatior. -".L'

frequency measurements to arid beyond the crossover frequency and that

the high frequency shelf does not materially affect the operator's

behavior.
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Figure 23. Comparison~ of' M~~ind's Data

for Rectangular (a.4o) ai~d.Augmdnted (B-6) Forcing F~unctions
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0. UMAU.W1 1ZIUAZ AM DATA I"==TAT0= OOUVDMIMO

The measurement situation was as follows. The pilot manipulated a
stick (Fig. 24) which produced) as an electrical output signal, the pilot's
output, c(t), which was0 fedto the controlled element, Yo (reoer to Fig. 12).I--
The damping and inertia of this stick vete mae as Um as possible.

The circuit gains were set to give the following deflection sensitiv-
itieas on the display for a pure gain controlled element of unity:

Ke - inch (display)/6 deg (stick)

re - 2.21 oz/deg stick (applied with a 4 inch moment arm)

With the 4 inch moment arm, lateral motion of the operator's hand anounts

to about 0.07 inches (stick) per degree of stick rotation. Accordingly,

the sensitivity can be exyressed in terms of the linear motion of the

operator's hand by dividing the angular sensitivity (in inches per radian)

by the moment arm, i.e.,

Ko M I inch/6 dog x 57.3 deg/rad x 0.25 inch- 1  - 2.38 inches/inch

For a pure lain controlled element with gains other than unity, the actual

displacement on the display as a result of a stick displacement was the

value given above, Ks, multiplied by the controlled element gain, Ko. In

sumnmry, for pure pain controlled elements:

KO- 1t Ks m 0.167 inches/deg
or Ks w 2.38 inches/inch (4 inch moment arm)

Kf a 0.074 inches/oz

Kr i 1: Ks w 0.167Kc inches/deg
or Kg w 2.38 Ka inches/inch

Kf * 0.0754KC inches/oz

For frequency-dependent controlled elements the dynamics of the con-

trolled element intervene between the stick output and the display. The
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deflection sensitivities, when referred to the display as a comopon point)

then become dynamic entities. So, for a unit step displacement of 1 deg

aijppud to the stioc tne derlection on the scope will be 0 .167•- •Qo/sJ

if this convention is used.L71
For convenience and simplicity it is much easier to think of the

deflection sensitivities in terms of the steady-state characteristics

which are ultimtely approaohed after a unit stick deflection. For this
type of descAption the appropriate expressions are

1% 0.67[skyc(s)J inches/dege u o.167 So
Ks  a 2.38 [ 0ky 0•()] 9.0 inches/inch 4
Kf a 0.0754 [kYQ(s)]..O inches/oz

where k is the order of the free s term in Y.

For example, if Yo w KC/s the deflection sensitivity will be 0. 1671%

inches/sec (display)/deg (Stick). The expressions above are adequate to

characterize system pine even when the controlled element is unstable,

for although a "steady-state" never occurs there is still a definable

"steady-state" component in the response.

Further conversion factors can be defined based on the operator's eye

to scope distance of about 29 inches.

Roll axis control using the stick was acconplished by grasping the

control handle and exerting lateral force on it, as illustrated in Fig. 24.

The output of the controlled element (system output)o m, was subtracted

from the input forcing function to produce the error signal, e. This 4

function was displayed to the operator on the oscilloscope. Because the

wtt-hour meters must operate at 60 ops, part of the control loop used

a 60 cpu carrier. The signals from the d-c portion of the loop were fed

to the tape recorder for future processing. The error and pilot's out-

put signals were passed through pre-emphasis networks before recording

in order to increase the signal-to-noise ratio on the tape at high

frequencies.

The co)putation time for the experiment was accurately controlled,

equal to an integral number of periods of the input frequencies. Prior
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FIGURE 24. STICK MANIPULATOR
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to the beginning of the computation, 10 to 1 sea were allowed for the

operator to reach a staole tracking conditions Before and after each

eworioJent the readings of the waun .hen_ __wa.ar! Yore recorde . rom

these, the operator's desoribing function was calcu • ted at sach of the j
input frequences.

The Yp data have generally been presented as dimensonless quantit••i.

To do this, the describing function has been defined in terms of the

pilot's output and error signals, reaferred to deflection on the display

(in inches). Similarly, the power spectral densities are referred to

the display and are expressed in units of square inches per radian per

second.

In cases where the power spectral density has both a continuous

portion and discrete lines, the line components are plotted as if the

total power in the line were distributed over the bandvidth of the meas.

uring equipment. In this way the integrated spectrum still given the

total pyver, but the peak amnplitude shown for the line has no sognificanoe.

In processing the datop aros spectra have been computed between the

input function and the sigal to be analysed. From these it is possible

to compute the describing function:

Usn ti tcniu, `h p -(i47)

Using this technique, the effects of signal components at other frequen.

asoe or of a random nature are mininimed, since these are unoorrolated

with the input and tend to average out. It is possible that the describ-

f function my not be stationary but my exhibit a low frequency time

dependence. In these oases the computed value of ip is an average value

for the length of the experiment.

A slight modification has been made to the Y. caloulation for the

results from the spectral and crose-spectral analyzer. Since the fre-

quenoy at which the measurement is made is set independently of the input

function generator, a slight error in the setting will affect the results.
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To eliminate this, the ratio of the cross spectrum to the input power

-pctrum *4; calculatrid for oaah aiaalo &ad tIarsw L)~ulr wwre thaen upasl

IL
to ca cuulte Yp:

Y p fU (n~ % (4+8)

The bulk of the describing iunuction data presented in this report has
been calculated from the watt-hour meter results. In certain oases the

spectral end cross-spectral analyzer results have been used; mainly where

the watt-hour meter results were inaccurate due to small signal levels.

Generally, the describing function was calculated from watt-hour meter

measurements of the error signal, e, and pilot's output, c. However,

for many of the controlled elements that were useds this results in rela-

tively inaccurate data at the lowest frequencies. For Yo - FK/jto or Ko/(J(0) 2

the controlled element gain is very large at low frequencies and very

small at high frequencies. As a result, the operator is required to

produce only smll control deflections at low frequencies to obtain

large system outputs, m(t). Howevur, at high frequencies he must pro-

duce large output deflection. in order to obtain reasonable system

outputs. The power spectrum of the pilot's output# Oco then increases

with frequency, with the major portion of his total output appearing near

the input cutoff frequency. Conversely, the system output, Om' will

be relatively flat at low frequencies and will decrease rapidly above

crossover. Sines it is necessary to adjust the analyzer gains to avoid

saturation due to the large frequency components present. the very smell

components at low frequencies in the pilot's output do not produce

sufficient deflections on the watt-hour meters to obtain accurate

results, However) if the system output is usedp correspondingly poor

data will be obtained at high frequencies. For most of the measurements

it was desired to obtain the best possible results near crossover) and
for this reason the pilaff| output was used in the analysis.

In certain cases , however, to clear up questions which arose about

the low frequency behavior, the analysis was based on the system output.

In partioular.,there was strn indication that large phase delays
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exist at low frequencies. These have been noted before and generally

ignored (Ref. 340 rig. 4-24c, for example). Measurement of tic resulted

in too low an accuracy to determine if these delays actually existed or

if they were due to meAnm:.r"int errors. Thr. use 0: '7j, on the otrer

hand* provided sufficient accuracy to verify their existences I
A gsitlar problem was encountered when measuring the remnant with

the spectral and cross-speotral analyzer. In this casep the existence of

tape background noise and extraneous noise (such as that from the play-

b hack amifiers) was sufficiently large to cause large errors at low

faequencies for ee eou d at high fbequenoies for iM. Therefore, the
ifmeasurements of On and p were based on 4mm at law frequencies and Occ

• at high frequencies*

S~The in~puts used made it necessary to include pre-emphasis of the

error and pilot's output signals before recording to increase the

V amplitude of the high frequency components (above 4-6 rad/tee) by 90 db ,

Wiout it.. the tape noise made it impossible to obtain good accuracy

at input frequencies above cutoff, due to the 20-db drop in input smpli-

tudes above this frequency. In addition, the pre-mmphauis also increased

the accuracy of the reomant measurements at high frequencies, since it
effectively increased the signal-to-noise ratio at the input to the

spectral and croes-spectral analyzer.

A large portion of the measurement program was based on calculations of

the correlation coefficient, p, which can be measured with the spectral and

arose-spectral analyzer. This value provides a means for esti•ating the

degree of time variation in the operator's transfer function. However, the

bandwidth of the measuring equipment must be considered in determining the

precise meaning of a particular p value. For the spectral and cross-spectral

analyzer two different bandwidths were usedo depending on the spacing of the

input frequencies and the stability of the equipment. GenerllY, for low

fr•quenoies the narrow bandvidth (&Ad - 0.1I1 rad/seo between 3-db points) was

udsed, while for high frequencies the wide bandwidth (4 w 0.628 red/sec) vas
used# Sinces the pilot's or system's output Is approximately the sum of a

line spectrum (linearly correlated with the input) and a random continuous

spectrum, the correlated power measured by the spectral and cross-spectral
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analyser is independent of bandwidthp while the unoorrelated power is

high..frequenoie (where the wie bandwidth is used) would appsar to 'ge,

asller than thoese for low frequencies (where the narrow bandwifd:h is
used). To avoid this discrepancy the high frequency values were oor-

rooted to be equal to the values that would have been measured if the

narrow bandwidth had been used, evet, though they were actually measured

with the wide bandwidth. To make this correction, the signl-to-noiue

ratio (correlated to uncorrelated power) at a frequenoy w. can be expressed
as

2 2
a (I; -for the narrow bandwidth (49)

2 l

afor the wide bandwidth (50)

However, the ratio is independent of the measuring equipment,

and can be eliminated between the two equation, * This gives I

2! 2
S~or by rearranging

This equation can be used to oalulaute the value of p that would be

measurbed w nth the narrow bandwsdth & ,) from the value, wer measured
with the wide bandwidthp be% As a check,, several values were actually,

_.u- ~ maesur=ed wiLth both bandwiLdth#@ The, results Wee &0 f'ollOwIa4
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% ........ 4.29 6.17

e2 (wide bandwidth)....... 0.906 0.910
(narr•• "anv• th) ..... 0,0573 .,97O

pi (calculated from P2 ) .. 09D 0977
The closle ,"agrswwntZ' between, zmeasure andz e ,oa.%ote&, Vft luae of• indircat,,!Les
the validity of the method.

Several methods Vere ued to check the computing process - computing

the tzimaser fo.tion of the kno~m oontrolled element trom measured da, ...

and computing the describing function by two different methods. The
.controlled element transfer function can be computed either from

iC m (53)Tioc

or from

Par the types of controlled elements of' interest, neither of theue gives
very good results at the extremely low or h~ih frequencies because of
the signal levels discussed earlier. Similarly, the operator's demorib-

ing function can be found from

y- at low frequencies

at high frequenciesor frntom a efudfo

(1+ ((-I55)2141
(56)
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This second method is not convenient for calculating Yp, but it serves
= oMptttioCl check. The ,mluee of Yp nad ypY' a-re fe.mA,' fii

first method of carputing Yp and the theoretical value of Yos Using L
co',puted, values oC p and YpY0 and .q 56, the a•.6 io' /00 be ... .,u-
aUted. from

1 02 Y 1{,7 j+, y

This ratio can also be measured, and should agree with the calculated.

valu,', Extensive measurements of this type were made for one of the

runs using a, w 1 .5, 1/4" with a Y0 - KC/(Jm)2. The results are shown
: in Figs. 25 and 26.
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This chapter presents the experimental describing function dtat

obtained to serve as a data base for the var.dation and elaboration of

the analytical-verbal model. The data will be presented in various

aggregations designed to illustrate and illuminate the findings. Each

set of data taken *as an element in a grand design conceived to fulfill

the experimental objectives discussed in Lhapter II. These objectives

were obarpened and made concrete as specific experimental conditions by
!the pre-esperimental analyses of Chapter III. The resulting experimental

natrix is shown in Fig. 2 Ta.

In the experiment a total of nine subjects were used. It is obvious

that filling the boxes in Fig. 2T7a fore Kc variation, cp variation#

.I. aplitude variation. and degree of training for each of nine pilots

is clearly both overly ambitious and not particularly useful. Instead,

the matrix, as indicated In Fig. 2Tb, has been selectively filled in

those particular blocks where the findings would shed the most light

on the over-all model for the pilot. The numbers in the blocks indicate

runs by that pilot for the condition noted.

Besides using judicious selection to decrease the vagnitude of the

experimental task, mzjor reductions in the smount of data requtired can

be aoccmplished without decreasing the total scope by mkting maximum

use of available data. Since an extensive amount of datea is available

for Yo u Kc (Ref. 13),, it was irportant to establish consistency with

these data. Then the sets of data generated in the program would be

closely enough related to past work to avoid expensive and time con-

suming repetition. Sizilarly, mince the range of realistic input axpli-

tudes was small and past evidence indicated amplitude Independence of

the measured describing function over a factor of ten in o5, a linearity
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d

Ichetk ve made and t~h .baiftfA' "me in-out siilitudes were standardized
at a magnitude that was both realistic and traokable for most condi-

tion.s-- c 1/2".,

The subjects were two highly exerienced civilian engineering test
pilots, six naval test pilots, and one light-air-raft-qualified civil-
ian pilot subjected to extensive training. Thus, by dint of profes-

sional experience and special training the subjects were select members
of an unusually homogeneous group which exhibited high grade skills in
tasks similar to those performed in the experiments, The subjects were

briefed on the. purposes of the experiments, including the anticipated

ultimate use of the data obtained in vehicle handling qualities studies.

Their level of interest and cooperation vas extremely high. Conse-

quently, by subject selection and thorough briefingo variability and

performance differenoes due to population inhomogeneities or lack of
motivation were minimized.

To minimize variability due to practice effects, each pilot was
trained to a stable level of performnce an measured by e07/cr. it,

general, this means that at least ten and often Wwenty trial runs of

two minutes duration with each different controlled element were

carried out before recorded runs were made with a given controlled,
element. Figure 28 is a representative proficiency curve.

The remaining sections or this chapter are devoted to the describing

function data presentations. The next section covers the establishment

of connections with existing data, and considers the effect of forcing

function amplitude on, the describing function for a critical Condition.
The third section treats the variability of describing function data by
examining selected data sete which illustrate intra- and intersubjeot

effects. Finally, the fourth section of the chapter presents grand-
average describing functions which exhibit the central variations
examined in this study- those caused by controlled element and forcing

function changes, This section also subjects some important qualitative

conclusions to statistical examinationt
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In order to tie In vith.the body of data generated from e 1, it I
In Refs 13p a tracking situation ts sinilar as feasible to Ilkind's had

to be considered. Ideally, the tie-in experiments should be conducted
with forcing functions and manipulator similar to those to be used in

our other experiments, yet also similar enough to MIkind's to effect s

reasonable connection. Fortunately Elkind's 36 forcing function amounts.

in our notation, to eq a 3.0# 1 ", so the wi a 2.5, 1" forcing function

was thought to provide reasonably close approximtion. The lightly

restrained stick manipulator used in our series differs substantially

in form from E:Lkind's freely moving pencil-like pip tracker, although

the movements In both oases were generally lateral (with more rotation

involved in our semies). Yet, in our past work we had been able to

show reasonable connections with Elkind's data even using an aircraft

center stick (Ref. 34)p so any differences due to the mnipulators were

expeoted to be slight. Consequently a series based on the use of an

rn 2.3 1" forcing function was planned. St
Three highly trained pilots, Nom. 2, 4# and 6# tracked two runs

each for Y0 n ca n Is 2, and % respectively. The differences between

Yp measurements for su•oessiee runs for each pilot were very slight, i
and the two runs were averaged. These data were, in turns averpaed in

the YpYa form to mke them c*oarable across Ya values.. These averages

are shown in Pig. 29, with the hash marks indicating. the range of the

data, i.e., the location of the high and low pilot average@ used in the

three pilot grand averages. Elkind'a comparable data for ft - 3.0$ 1"

are shown for oomparison in Pig. 29. These data are averages of four

four-minute runs, two from ne subject and one run from each of two

other subjects. It is olear from Pig. 29 that the STI-FIL results are

remarably compatible with the Elkind data. In fact, this extremely

close correspondence between data taken years &part, by different

experimenters at different locations, with different subjects, different

analysis apparatus, and slightly different forcing functions and manuipu-

latorse etc., is very satisfying. On the basis of this most compelling
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I
I evidence it wa, concluded that extensive measurements with Yo Kc were

xunnecessary and that Elkind's data could and should reasonably be con-
olre a sbeofours to he extent required in model building and..•-:...

i ...... " verific:a~tion. ',

Another iport•nt itea preliminary to the mjor experimental series

relates to the eafect of forcing function az litudeo Elkind bad demon.

strated (Ref. 1 3), by means of conparisons at two low frequencies (less

than (%) of the olosed-loop describing functions Yp/(1 +Yp) that these

closed-loop measurements are independent of forcing function amplitude

over the range from 0.1 to 1 inch me. This result is, of coures, totally

in keeping with what would be expected in a good closed-loop system. Of

much greater interest is the general effect of forcing function ampli-

tude on Yp. For reasons of experlmental economy one might hope that any

such effect would be seml over a reasonable range, although on other

grounds (e@g., see Table 1) it is certain that some amplitude-sensitive

effects are present. Consequently, in order to examine the appropriate-

ness of the restricted forcing function amplitude values in Fig. 27b,

a check of linearity was made for a controlled element, Yo " N/(J0)0,

which is difficult to control and which, on an k priori basis) my possibly

result in significant nonlinear controller action. A typical comparison
for one pilot controlling Yo so 10/(jco)2 is presented in Fig. 30, in which•

the average@ for three runs for co w 1.5, 1/41S' and a * 1., i/a1" are
presented for Pilot 8. The comparison was mode with an individual pilot

rather than an average over pilots so an to accentuate any possible dif-

fereaces rather than obscure them by averaging additional pilots. An

examination of these data in Fig. 30 makes it clear that there is no

evidence of nonlinear behavior in the sense of a describing function

variation with ci. This point will be examined further subsequently

when the output spectrum, f 0 (Q)p is examined in fine detail.

0. YmAXD=M 01 DUMUM 1WW=ZOXUSD~

The condition under which the measurements of the pilot' s describ"a,

function and associated characteristics of human control behavior were

made was that of a highly skilled and highly motivated operator performing
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a aytaflly aInn +A~eltly defined tawsk. The pilot; wrare tcolj. L1Lu
although the control and display were only idealizations of fl7ying
situatioMn, the6 wiOre miiilarities in that the controlled "eiem 't

could be thought of as being representative of certain aircraft-like

dynamics in the case of Yo a Kc/jc•, of space-vehicle-. e dynamics in
the case of Yc 0 Kc/(Jw) 2 , and of an unstable vehicle in the cases of

i ~~Yc - Xc/(,1<- 1I/) and Yo - Y/,l<•,o< - 1IT). The instrutions were to 1.

minimize the error and to attempt to do this in the context of their

flying experience.

By confining the tests to this highly motivated, highly skilled,

carefully selected sample of the population the intent was to reduce

the effects of population inhomogeneities on the data. Still, sources

of both intra- and intersubject variability exist over and above the
expected variations due to changes in controlled element dynamics and

forcing function characteristics. The nature of the subJect.centered

variations, for describing functions, will be examined below.

1. IZtrqi.i t Variability - ln-o-Run and DifTeenti.al. KIffeots

a. Run-to-run variability. The first intrp.lot. variability of

interest is of a run-to-run nature - a pilot compared with himself

when he tracks the same input successively.

Thm representative individual run data and the four controlled

elements used to examine the repeatability of successive runs by the

same pilot may be characterized as follows:

Fig. No. Pilot Controlled Element

•1 8 K/Jm: Easiest to control

52 6 K/(Jw-2): Unstable, but is easy
to control if the pilot is atten-
tive

33 8 K/(jco)23 Difficult to control and
requires considerable practi',e to
do well

34 8 K/Jm(ja- 1 .5): Very difficult to
oontrolj momentary lapses of atten-
tion will cause a loss of control
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On examining Fige. .I -2A we obnervo tIlt p.ll fo:ur controlled

3 elements indicate considerable run-to-run variation at low frequencies.

There. is much:less variation in the mid-band, which is In'the roglob Of

crossover, and then a bit more at the higher frequenoies •eyond cross-

over. This kind of variation is particularly well displayed in Figs. 31
and 3. As discussed in Chapter I1, this behavior is consistent with

the demands of the closed-loop system. The influence of Yp variations

on closed-loop system behavior is relatively small at low frequencies,

but the behavior of Yp in the region of crossover has a large influence

on closed-loop performance, which is, after all, what the pilot observed.

For the unstable elements, Kc/(jw-2) and Kc/jn(.jci-1.5), there is

evidence of constrained behavior throughout the entire measurement range.

This is particularly apparent for both amplitude ratio and phase for

I%/(ja-2), Fig. 32. With the very difficult task of Fig. u, success-
ful tracking forced a restricted form of gain variation behavior on the

pilot, although the phase variations appear quite large. These occurred

because the task was difficult enough to induce brief periods of loss of

control due to inappropriate variations in temporal action- literally

time-varying phase shifts. These are reflected by phase variability in

the measurements.

In summry, pilots are capable of extremely high repeatability where

it is necessary, e.g., at crossover or in the control of an unstable Yc

where Yp is rigidly constrained. The extent to which this repeatability

can be maintained is a function of frequency (relative to wc) determined

by the form of the controlled element and, near the limits of control
[e.g., lc/jM(JM-1.5)J a function of the task difficulty.

b. IffeOt of 14 vamwtio. We have indicated previously that the

fr of the controlled element exerts a large influence on the amount

of variability exhibited by the pilot. Now we can proceed to vary the
parameters of the form to determine whether these are the source of the

variFttion. This was done for Pilot 8 for a gain range of 50 to 1 in Kc/jo

and a range of 25 to I in Kc/(Jco) 2 , as shown in Pigs. 35 and 36. In general,

these data indicate that changes in controlled element gain are offset

by the pilot, thereby constituting further verification of Adjustment
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Rule '5 (Chapter II). There are variations with K.,_ but theme are more

or less random v~nd appear to moumt to the same thing am the run-to-run I
variations diicussed above. That is, if the data. are considered. only
to be representative of successive runs, then the general trends of

variability with frequency indicated in Pigs# 55 and 36 are very similar

to those present in Fign. 51 and 55. On this basis the conclusion noted

above that repeatability is a function of Yo form can be refined to the

statement that the run-to-run variability As dependent on Ye/Kc.

I. Znterwubject Vazbilbty

By coqiling data for the most numerous subject sitiations the impact

of subjects on the variability of the describing functions can be examined.

This is done in Figs. 37-40, where data similar to those in Figs. 51- -•3
are shown but with subjects replacing runs as the key variables. The data

presented in these figures are obtained by averaging two snocessive runs

for each pilot, save for Pilot 8 for whom three runs were everaged. Alsos

the data base is made larger for the two unstable cor`:rolled elements by,

using all Kc's (Figs. 38 and 4o). This procedure is unlikely to introduce

much more variation because the effect of Kc bhanges are largely offset '

by the pilotl but even more drastic evidence to this end are the extremely

low ranges apparent in the phase data of Fig. 58, and also in the ampli-
tude ratio data when the different K0 values are taken into account.

Again we notice the same general trends as already observed for the

run-to-run and Kc intrasubject changes. That is:

a. For K,/(Jco) and Kc/(Jw) 2 fairly wide ranges of variation
at frequencies much smaller than or much greater than c,

and tighter limits on the range in the crossover region.

b. For the unstable controlled elements the range of vari-
ation in amplitude ratio across the entire frequency

range is generally small.

c. There is a rather wide variation in the phase for the
oase involving the critically difficult controlled

element Ko/jw(jc*-1.5). Again this is attributed to the time
variations in behavior implicit Jn the brief periods in which
control was nearly lost.
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Ani additional fa.ut, whlu.L lmunet easily seen i.n b~lg. 39, should

1. also be noted. Thsre .*s ý great deal of Indifferent behavlor before
-and after crosmover, =,'@aohi'got appears to be 5Mdifferent, in his

own way. Thus i~div$,Auai pilot:0 my express their tracking style where
it isnt aritioil for closed-lodp performance, but everyone behaves

nearly identically under the constrained conditions,

D.SAM-AUWAO =O M ZN.1B~MM A3b IWA!MZOAL AIAUSU

1. Deserlbig eunetion Averages

The central aspects of manual control in this study are the nature

of pilot adaptation and optimalization induced by controlled element

and/or forcing function changes. The most vital data to show these

effects are averages of !YYcI 4d for fixed forcing function condi-
tions. Averages of this nature, together with Ila bands, are given

in Pigs. 41,) 42,0 azo 43 for, Ye - 4/o/Jy Ko/(Jco2) , and Kc/(JCa,)2,
respectively. Parts ap b, and a of these figures correspond to vaLues

of a - 1 .5p, 2.5, and 4.0 rad/seo, respectively. Figure 44 shows a

similar set for Yc P Ke/J)(J..o-1/T)o wni - 1.% 1/4"j these are segre-

gated as Parts a, b, c, and d corresponding to values of 1/T - O.O 0.5,

1.0, and 1.5 rad/see, respectively.

The data in Figs. 41 -44 constitute major findings of the study.

In Chapter VII they will be extensively analyzed and interpreted. Here

it is appropriate only to summarize certain salient features of these

figures as data per me in the context of the analytical-verbal model.

One of the most interesting general aspects of the desoribing function

data im the tendency for the amplitude ratios to approximate -20 db/deoade

slopes throughout the measurement range. This tendency is adhered to
quite well for the Ye w 4:/jw and c(jw)2 data (pigs. )q and 44), whereas

for the unstable controlled elements the tendency is most prevalent only

In the Immediate region of crossover. In fact, near the controllability
limits the slope becomes considerably shallower than -20 db/docade. All

of this is in general agreement with the pro-experiment predictions.
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S~ Another general feature of great interest is the universal presence
Sof low frequoncy pb-rra laga. LA v,..•ww L* oallcaeo these laggin phases

are not associated with expitude ratio break points within the messure-
Fment band. Such breax points must accordingly occur at frequencies...

soewhat lower than those in the forcing functione The analytical-verbal

model makes no provision whatsoever for the low frequency pha la s,,

and consequently should be modified to account for their presence.

Summary open-loop describing function data of supreme Inportance are

crossover frequencies and phase margins. Figure 45a presents crossover !

frequency as a function of forcing function bandwidth for the three ncon-

trolled elements for which eq1 was a variable, and Fig. 45b provides the

same information for the variable divergence Yc, mil w 1.5, 1/4", Con-

"sidering the data and curve reading tolerances$ the crossover frequezioies

Sfor the three variable-aA controlled elements (Fig. 5sa) each appear to

be essentially constant. A fair case can be made for a slight increase

Sin % as w increases, but the maximum deviation from the mean value is

less than 5 percent. The most significant deviation from a constant

Scrossover occurs for Yc n K/(jcu) 2 where the wi - 4 point has regressed.

All of these data are in substantial accord with two of the % Invari-

ance properties, Adjustment Rules 5b and c, and hence offer direct

verification and validation for the analytical-verbal model.

The average crossover frequencies shown in Fig. 45a for Kc/Jco and

Kc/(Jm)• occur in the relative order and have values within the probable

ranges predicted in the pre-experiment analyses. The experimental % 's

are, however, about 20 percent lower than the estimates of the center of

Sthe probable crossover range (see, e.g., Fig. 7).

Phase margin data derivea from Figs. 41 -44 are summarized in Fig. 46.
In general, it appears that phase margin increases directly with forcing
function bandwidth. Initially, for sall •a I a the trend is linear,

rounding off am aý increases. As promised previously, theme phase margin

data will result in significant improvements in Adjustment Rule 4b. The

phase margins for Yo - Kcljm(jw - I/T) shown in Fig. 46b are all very low.
tM This is due to the sm~ll tq (1.5 rag/see) used for these cases and, for

the higher 1/T values, the marginal controllability. The phase margin and
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Figure 43. Crossover Frequency Variations
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I
crossover (in Fig. 45) shown for this YO with 1/T - 0 differs slightly

from those for Yc y Kc/(jo)) 2 because different populations were used

(see Fig. 27). 1
3. StatIOU0aa2 COMMA..I~ of the Data

Although the nature of this investigation was such that detailed

statistical comparisons of data were not indicated in general, aggregations

such as those shown in Figs. 41 and 43 for Yp - Kc/jm and Yp /(

containing between 15 and 21 individual runs make some simple statistical

comparisons feasible. While the numbers in the sample a-e such as to be

on the radged edge for the applicability of wmall sample statistics, the

following assessments can be made for the aggregated data:

a. Are the phase and db amplitude data for YpYc normally
distributed? If they are normalp and past experience

indicateb that they will be (Refe. 15 and 50), the statisti
cal comparisons of the means can be made more easily.

b. Is the se'ective variability characteristic of Y1,
which is obscured somewhat in the averaged YpYc d;ata,

a statistically significant observation?

c. Are the mean values of YPYc in fact different for
different forcing function aij values?

These questions are examined, in the order stated, below.

The small number of data points made it inadvisable to use a

chi-squared goodness of fit test to determine whether the distributions

of 4YpYc and IYpYcdb were Gaussian. Instead, the data were converted

to standard scores, i.e., u X (x-3)/a so th,.t they could be expressed

in terms of a Gaussian distribution of zero mean and unity standard devia-

tion. These standard values were then aggregated by intervals which were

constant for any one set of runs, and cumulative percentages computed.

The cumulative values were then plotted against the standard scores on

cumulative probability paper. To put the scatter about the desired

straight line in perspective, 95 percent limits for random variations

about the desired straight line were calculated for the various sample

sizes used (Ref. 23, Chap. 6). This test of the distribution of iYpYcldb
was carried out for averaged IYpYcldb data generated with Yý - Kc/jm and

1W•



Ya - KC/(jw)2 . Because of the large amount of effort involved, theITlots were nat•euiAtd at a limited niumbor of inzut freausncles which

I bracketed the orossover frequency range. These were chn 0 ,69, 2.54,

and 15.8 rad/sec. A3.l of the 36 distributions studied were close to

Gaussian as defined by the 95 percent limits. A typical plot is shows

in Fig. 47. This plot La for w1  2.5p y0 Kc/(jcw) 2 , uh 2.!54 red/sea,I for both 'YP'db and 4 Yp.
The secona question raised above deals with the extent to which the

different variabilities shown in the averaged data as functions of co

(apecifically, the %I's in the forcing function) were statistically

significant effects. To obtain a better appreciation for this, succes-

sive comparisons were made of On2 and of selected frequencies at either

side of the crossover frequency with aj values at frequencies bracketing

the qrtjssover frequency - b()or q.yp(n)]. These variances
were compared with each other by the ratio of variances 10/1 _2,

also known as the F-test (Ref. 23). The ratio of the larger

varianue, afs to the smaller, 2g, was always used. Tables for this

test dependent on N1 and N2 for various p levels are readily avallabie.

The p level, which indicates the probabl lity of exceeding the tabulated

v2 values by chance, was arbitrarily set at or below the 5 percent

level. Table VI presents the results of comparing the variances for

Ildband 4 Yp, for both Yc KIc/jcu and Kc/(jw) 2 , at input frequencies
0.157, 7.57, and 13.8 rad/sec with the variances at each of the six

frequencies from 0.969 to 13.8 rad/sec. Note that each comparison box

is divided into six segments - three for JYp and three for 4 p for each

of the three aiý values 1.5., 2.5, and 4.0 red/seo.

In the comparisons we note that for the controlled element K/(J(0)2

in Table VI-b there is significantly more variability in Yp, for both

amplitude ratio and phase, at the lower and higher frequencies (ut -0.969,

7.57, and 13.8 rad/sec), than there is at the frequencies a•- 2.5i and

4.03 rad/sec which bracket the crossover region. Thuso as we depart

from the region of crossover in either direction, the funnel pattern

of increasing variability whio• appears in Figs. 4&a, b, and c becomes

evident in the statistical analysis of Table VI-b as well.
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The picture for Table VI-a is not as clear-cut. There is statistical

crossover, which for Fig. 4 1a, b, and c is from 4 to 5 rad/sea. This

evidenee is strong for the phars of Yp aA. Pamswhat spotty for the
w.nitude. This finding, of course, reflects the visual izvreseion one

gets from examining Fig. 41a, b, and a.

The third question relates to the describing function difference as

a function of forcing funution bandwidth, oi. Pigures 48 -50 present

the YpYc data for Y0 - Kc/jmI, K/(Jm-2), and I,(z) 2 plotted with mi

as a parameter. The Yc = K0 /jw and Kc/(jw) 2 data show some minor dif-

ferences in the amplitude ratio outside the crossover region, and major

differences in the phase throughout the frequency range. The K0 /(Jco -2)

data show only the phase differences, and even these are much less than

those for the other two controlled elements. A "t" test, using bilateral
confidence limits since the direction of differences was not assumed,

was performed to determine the statistical significance of apparent

differences in the YpYc means for YO _ KC/j(D and Kc/(ja))2 at w - 0.969,

2.54, and 13.8 red/sec (Ref. 20, Chap. 15). In essence, these test

results indicate that the reasonably large differences betveen the

curves are, in fact, real effects, whereas the smaller differences are not.

Finally, the data for Yc - Ko/jcu(c(-1/T) are presented in one plot

with l/T as a parameter in Fis. 51.
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A. OUDA

The describing function, YP, comprises only one part of the quasi-

linear systemj the remnant is an equally important component. Both the

magnitude and the form of Onn(co) are of interest- the magnitude for

its influence on - and _J, and the form because of the insights it may

provide into the detailed nature and sources of the remnant.

The remnant, Onn(co), can be measured directly by making determinations

of Occ(m) at other than forcing function frequencies and over such inter-

vals that the energy in Oce at the input frequencies does not contaminate

the measurement. %n(w) can also be found at forcing function frequencies

by using measurements of p and 0., in connection with Eq 6, i.e.,

Onn() . i-p2((D)]O.(w) (8

These methods are compatible and complementary.

Considered as a noise injection signal, the point of application of

the remnant can be moved from the pilot's output to other locations in

the loop as long as no nonlinear elements are passed in the process. In

other words, the remnant may be considered to be injected at the pilot's

output, input, or someplace in between if such pilot nonlinearities as
the indifference threshold are ignored. Referring to Fig. 12 and denot-

ing open-loop remnant at a and c injected into the closed-loop as Onne

and 'nnc, respectively, the remnant forms are related by

I *nnsIyPn2
1- +nn (59)

11 + YpYcI 11 + ypycI
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In principle, remnant data could be coaputed for all the elements

4n •.hh Zm.rimental plan ehavn in Fig. 4. llovvcor, these couputation..

are both time consuming and expensivep so only a relatively few runs

were comletoly reduced& Thb:, sele6tion was base on limiting values of

the relative remanut, pa and on desired trend-establishing controlled

element and forcing function combinations. pa data are presented in

the second section and the results of the selection process are given

ii the third section of this chapter.

The major contents of the third section are remnant and correlation

coefficient data. The effects of controlled element, controlled element

gain, and forcing function on the remnant data are explored and aome
features indicating nonstatLonary behavior as a likely remnant source

are revealed. The fourth and fifth sectione present additional inform&-

tion tending to isolate the remnant sources. Amplitude distributions of

signals in the loop are given in the fourth section, with particular

emphasis on those of a non-Gaussian nature. The fifth section presents

fine-grained output power spectral density measurements intended to
reveal the presence or absence of nonlinear or sampling behavior.

The relative remnant, •a' is a measure of the ratio of oherent

output to total output of the pilot. The value of pa can range from

nearly zero to nearly one. It grossly reflects nonlinearities, non-

stationary behavior, and effective noise injectiono although it is not

a measure of any one of these unless the others are negligible. Thus

low values of Pa do not necessarily Imply nonlinearityp or nonstation-

arity, or noise injection- although they do imply that at least one
of these effects is present in significant amounts. p is defined by

.2 - Jo' (Occc - 0nn) &06

%dOw
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Presumiung forcing functions made up of sinuooid.., this becomes

N 2

where ie%)is the amplitude of that portion of the output power spectra

linearly correlated with the forcing function at frequency P. can be

computed readily from data derived using either the watt-hour meter

analyzer or the spectral and cross-spectral ainalyzer. For data from

the watt-hour meter anal~yzer,

1 N 1Y12  2

_2 ;2 (

or, siLnce Oic(Wi)' - ii(CR) (63)

?T7 C 2o

(6J4)
c2

When the sr"ictral and. crouB-spectral. density anialyzer is used, the

appropriate formula is

N 1io12

V N niI2  (Cl (65)

Using various of these formulaste rltv enn measure, we's~

comiputed for almost all of the data. The results are presented in

Figs. 52 -57 and are discussed below.I
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It vill be recallcd from the detailed ea'4meiu Ll nmirix, Fig. 2-Tb,

that Pilot 8 was used in en extensive exploration of controlled element
gain effects for k/jW gad jC/(jCD)2. Avenge dat (three runt for each IC)...

for this series are shown in Figs. 52 and ý3. Pilot 7 was used to investi-

gate at least four controlled element gains for Ye " Ka/Jeu for all foro-
Ing function bandwidths. Averages (two runs) from this series are also

presented in Fig. 52. In general) Pigs. ý2 and 53 indicate a decrease in
2pias con-trolled element gain is increased. In fact, Pilot 8 demonstrated

one of the very largest (O . 0.81) and one of the smanlest (2 = 0.065)

values of relative remnant in the entire experimental program in this

!,/Jm series.

Figures 54 - 6 present individual pilot 2 values as functions of

forcing function bandwidth for Yc a Y0 /Jcn, 1c/(Qow-2), and KI/(jm)2,

respectively. All of these values are averaged over two runs except

those for Pilot 8 for whom three runs were used. It is interesting to

note that, across the figureso Pilot 6 generally exhibits the highest

Pa values, whereas Pilot 4 sturdily maintains his position on the lower

side. The exceptionally high values of pe exhibited by Pilot 6 for many

of the conditions noted indicate a close correspondence between his

actions and those of an equivalent constant-coefficient linear system.

Finally, Fig. 57 presents averaged pai data for five pilots in control

of Yo . KO/Joz(jw-1/T), au, 1.5, 1/4". For Figs. 54-57 the values of

2c for the various cases can be found by reference to Fig. 27.

0. O MA 1W momIA DUIZW AM O=ZAIZOI 003M0

From Figs. 52 -57, high, low, and typical conditions as defined by

the average pa• were picked out for further examination. These data

were culled to find compatible sets which could exhibit the ranges of

Yo, K0 , and mi of interest in determining the effects of these variables
S~on remnant. The conditions surviving the selection process are shown

flagged in Figs. 52 -57. Typical single runs were then selected from

the data represented by the flagged points. These runs are listed inI Table VII, where each 2 shown is for a specific run.
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TABLE VII

CONDITIONS SMICTED FOR DTAIL19D ANALSIS

2a Yo INPMY CDj OPEPATOR

0.11 5o/(J0) 2  85 I
0.65 2/(J,.) 2  2.5 8

0.81 1/JED 2.5 8

m.065 5o/ito 2.5 8

0.5.5 6/ja 1 .5 7
0.59 6/ja) 2.5 7

0.09 6/im k.0 7

0.4 2.51(ju)2 10.5, l1/4, 5
0.34 2.5/jo)(Jeo- 1 .5) 1.50 1/4"1

o.ý6 5/(Jc- 2) 1.5 5
0.67 5/(Jc - 2) 005

0.72 5/(Jw- 2) 4.o I
0.50 5/(jco) 2  2.5 2

0.69 5/(jco)2 4d.o 2

The remnants for these selected runs were measured with the specatrl

and cross-spectral analyzer. To obtain the best accuracy, the power

spectrum was measured at the pilot'S output, to, at high frequencies,

and at the controlled element output,, %=, at low frequencites. The

uncorrelated part of the power spectrum was found by multiplying the

total power spectrum by (I -p2). To reliate the remnant as measured at

the controlled element output to the pilot'r output, these values were

divided by the squared magnitude of the controlled element amplitude

ratio,

(1n - A2)m' at low frmquencies (66)

Otherwise Eq ý8 applies (e.g., at high frequencies).
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te n is the closed-loop remnant referred to the pilot's output. If

the measurement frequency we set to one of the input frequencies, a

relatively high value of p was generally obtained, due to the large con-

tribution of the correlated portion (essentially a line spectrm). -At
krequenoes other than the input frequenoies, the value of p in very

nearly zero, so that the rammt is measured directly. a

remnant comuted. at the input frequencies generally fit a smooth curve

through those measured between input frequencies, indicatingthe oerer-

ally continuous, power spectral density-like (i.e., significant line
spectra absent) nature of the remnant. To indicate the continuous nature :

of the remnant power spectral density, it will hereafter be denoted as

qnn, following our previously established convention.

After examining the remnant data in its closed-loop form as %ml

and in the open-loop forms, • and cpnne, which result in equivalent

closed-loop effects, it was found that the highest degree of similarity

V among remants for tbe Table MII conditions exists if the remnant is

viewed as an open-loop quantity injected at the operator's input, i.e.,

as . This is related to %n by Eq 59, or

S11 + ly 2
S- ll1(67)

1Yp1

The values can be further normalized by dividing by the mean-squared

value of the input, ai so that the result has the dimensions of one

"over frequency, (rad/ic)-1 . Zero db is taken as 1.0 (rad/sec)- 1 .

The open-loop reimants referred to the pilot's inputp for the cases

noted in Table VII3, constitute the basic data base for considering the

effects of oontrollod element gain, forcing function bandwidth. and

controlled element form ou the remnant. These data are presented in

Figs. ý8- 65. Associated with each remnant plot are the corresponding

correlation coefficient, p. values. It will be recalled that values of

this parameter less than one indicate time-varying behavior over the

measurement run length.
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1,* Iffeeob of 1o 'Ybwlaten

Two st ofu data fo YOZ' Xaj* £inQJ Fi.S 5 8.5 an f or AO/(WJm in

Fig. ý9, illustrate the general dependence of open-loop renant referred

to pilot's input on controlled element gain. Remnant increases with

controlled element gain, but the variation is not as extreme as that of

the gain. There are also substantial differences In p between the two

controlled elements considered, indicating that the pilot is fluctuating

more in the course of a measurement run for Yc = -/(Jw) than for

2. Effect of Jo'aiNg Funotion Rsndvidth

The effect of forcing function bandwidth on remnant speotral density

and the associated linear correlation Is examined fcr three different
controlled elements, Yc A 6/jcu, n (jcD)2, and 5/(n,)-2)p in Figs. 60p

61, and 62, respectively. The Ye = 6/o• data (Fig. 60) indicate an

increase in remnant with increase in forcind function bandwidth.

A correlation coefficient decrease with mi increase is also present in

this instance. The close correspondence of these tre~ds and their

direct connections if time variation is presumed to be the dominant

cause of remnants is a strong indication that just such time-varying

remnant causes are indeed dominant here.

The remnants and p values for Pilot 2 in control of Yo - 5/(a )2

are somewhat different for the three forcing function bandwidths,

although no orderly variation appears to be present (Fig. 61). The

spread present is probably as indicative of run-to-run variability as

it is of any qne dependence on the forcing function bandwidth.

Finally, Fig. 62 shows both the open-loop remnant and the correlation

coefficient for the unstable-divergence controlled element, YO . 5/(jo-2)
to be invariant with forcing function bandwidth.

In summary, the data examined above indicate that the effect of
forcing function bandwidth on the remnant can vary from minor to none.
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I ~. Ifteetat of ftraLled Zlmeinet Va~a~iv~a RemLi

U 24e Pilot: 06 data presentbed prevously In Pigs. - 8 Und 39 1V.re eaii

there to be dependent o* controlled element gain for the two controlled
elements considered. To determine the effect of controlled element per me,

these data were ave raeed for each controlled element, and the averages
obtained are compared in Pig. 63. When data from other pilots are added
to those of Pilot 8, as in P'ig. 64, it is seen that the major effect of 'l
variation on the remnant is as much intersubject, as inter-controlled-
element.

An exceptionally interesting and crucial example of a more substantial

remnant variation due to controlled element changes is shown in Pig. 65.

Here the two limiting cases, 1/T - 0 and 1.5o for the critical controlled

elementp Y, * 2.5/jcu(Jw-1/T), are showen. The remnant for 1/T - 0 is

considerably less than that for l/T - 1 .5, while the correlation coeffi-

cient varies in an opposite fashion. The 1 /T . 1.5 critical case, In
facto has the lowest correlation coefficients o±' the entire experimental
series# These low p's indicate a good deal of describing function time

variation in the course of the run. As noted previously, the pilots

were often on the verge of losing control. It will be recalled from
Fig. 34 that the axplitude ratio was quite tightly held, whereas the
phase exhibited wide run-to-run variations.* These data, taken in con-
text with those o~f Fig. 6%, are very strong evidence indeed that
describing function time variations are a major remnant contributor.

0. AIW==~ DUZOUZ~ 02V $MUMA VI M ZWO

One can attempt fu~rther insight, Into the origin of the remnant by
examining the amplitude distribution for c(t) and e(t) for the runs
listed in Table VII. Sinoý i(t) has a nearly Gaussian distribution, a
nOiL-G&USsian distribution at c or, more unexpectedly, at e would indi-

oate a strong source of nonlinear behavior and a possible basis for
remnant generation. The anylitude distribution functions were examined
as follows..

The data on the runs listed in Table VII were sampled once per second
for a total of 240 observations for each quantity considered, i.e.,
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either o(t) or e(t). The mean and variance were then computed for each

data set. Since the first eight deciles for the standardized variable x/ck

in a nor=. distribution are X/axw tO.25, ±0.5 ±0.83, and *1.28, multi-

plying these standard values by the measured. ox and ad~digg tho.-mean.valu

-------- d 6ines the Actual bound. for all ton docile.. Eerytblazg neat UiVNo4d.

within x/ax.- ;1.28 is in the plus or minus last deoile. If the data Vere

Gaussian) an equal number of data points would be found in each docile.

Because the actual data are not necessarily Gaussian, the subdivisions

are not necesmarily docile for the actual data. Such possible differenced

between expected and observed values provide the basis for a chi-squared

test (Ref. 23) for goodness of fit. Using this test (for goodness of fit

between expected and observed data in each decile), at the 0.05 level

"(Ref. 23) six c(t) distributions and one e(t) distribution were determined

to be non-Gaussian.

In order to approximate a probability density function from these

datae, bar graphs were created such that the amplitude of each bar was the

relative frequency (number of measured points within the decile divided

by the total number of points) divided by the width of the decile. This

approximte distribution is symmetrical about c/60 - 0 or e/le - 0, and

has eight amplitude bars since the amplitudes of the last two deciles

become zero because their widths are infinite.

The amplitude distributions shown in Pigs. 66b, f, and g are all

Gaussian as indicated by the chi-squared test -a somewhat surprising

Sresult by the look of the distributions. All figures except Fig. 66d

are measurements of c(t); Fig. 66d is the one e(t) distribution that was

not Gaussian. The numerical coding on each element of Fig. 66 represents

pilot, controlled element, and at, in that order.

From visual observation of tracking records and subjects, we can

assert that two kinds of control action are likely to be mjor causes

of non-Gaussian output behavior. One is an occasional tendency for

bang-bang-like limit-to-limit control activity. The other is a tendency

to control controlled elements similar to Ye " r/(jm) 2 by output pulses

having areas roughly pyroportional to the stimulus, Idealized bang-bang

action will result in bimodal distributions wherein the relative frequencies



are large at either extreme. The pulsing behavior also results in

distributions with a relatively large proportion of amlitudes near the

fringes, although Intermediate, &M~lituden are also likely to be pre!Oflnt.
Several distri~butions shown In Fig, 66 are comatible with this p;Une.
liko activity, although theme distribution plots are at bat only roughly
indicative of possibilities.

Of all the non-Gaussian output amplitude distributionsp the strongest

indication of bimodal operation Is shaft in Pig. 66a for Pilot 2

fr0(aL~2,c~ m1 .5]. Further evidence of nonlinear operation is seen

in the low value fov Q of 0.35 for this condition (see Table VII). As

the input cutoff freq .ncy is increased, pj becomes larger, 0.50 for

a*i 2.5 and 0.69 for eul m 4.0. At the same time the anylitude distri-

bution becomes more nearly Gaussian, showing much less tendency for

bimodal behavior (Figs. 66b and c). The results of the oh=-squared

tests for ai w 2.5 mnd 4.0 indicated a Gaussian distribution for

a4 a 2.5 but not for eq - 4o.0 which is contrary to what would be

expected. The wider input bandwidth should require a greater number of

small corrections by the operator, which would force him to exhibit a

more linear characteristic. However, the failure of the ohi-squared

test to verify the expected behavior in this case is not serious, since

the number of classes on which it was based was small. The chi-squared

test becomes more sensitive as the number of classes on which it is

based is increased. No large difference between the distributions for

mi = 2.5 and 4.0 is evident from Figs. 66b and c.

The effect of controlled element gain on the tracking behavior of

Pilot 8 Is illustrated in Figs. 66e and f for Kc/(joa) 2 and in Figs. 66s

&,nd h for 4•/jo. It is interesting to note that a non-Gaussian output

in produced by the operator for the small value of Kc when controlling

K0/(jm)g, and for the large value of K0 when controlling K4/hw However,

there is a distinct difference in the shape of the distributions for

these cases. Figure 66h (K0/jw) indicates some degree of bimodal opera-

tion, whereas Fig. 66f [Kc/(Jo)] shows no indication at all. Reference
2to the Q values given in Table VII shows a much lower value for large

values of K0 for both controlled elements than for small values of K0 .
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II
Thus, while the large values of Kc genemlly result in increased remnant,

the awlitud, distribution of the remnant does not neoessarily become

on "M "n" Mwoo

Still another way to inveswbite remnant sources is to examine 0oc(w)

In great detail. There have been repeated suggestions that the remnant

can be explained by means of a model which includes certain pronounced

nonlinearities (e.g., Ref. 36) or by means tf a model which includes a

nearly periodic sampler (Refs.. ý, 6, and 60). These suggestions, if

followed through, place requirements on what is to be expected in the

spectrum of the operator's output.

To some extent the expectations depend on the analytical decoription

of the forcing funotion, i.e.,s whether O±i(o) should be oonsiderea as it

really is - a sum of deterministic sinusoids - or as an equivalent to &

random process. Either presuxtion may have merit, depe*4ing oL the

problem at hand, and sometimes the results desired are insensitive to
the viewpoint taken. Here, however, a potantial conflict does exist-

the type of output power spectrum due to operator nonlinear or saMling

actions will be quite different, depending on whether the forcing function

spectra are a series of lines or continuous in nature. To avoid any

such confusion, the only spectral data examined here will be for single

runs. The appropriate forcing function description will then be as a
series of line spectra.

With the line spectrum, forcing function, nonlinearities in the

operator would be expected to result in output spectrum peaks which are
harmonically related to the forcing function frequencies. Constant-rate

sampling on the part of the operator will also tend to produce recurring

peaks and valleys in the output spectrum. If the sampler is precisely

periodic at a frequency ws, output spectral lines would be expected at

frequencies maý p i, m a 0, 1, • 2, 3.... Slight variations in sampling'

rate over a measurement run would tend to slur the lines into peaks.

A search for peaks of either or both natures was undertaken by a

painstaking spectral analysis of several output spectra from w up to
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40 rad/seo. Pigures 67-69 suow a survey conducted for a pure gain I
controlled ele•ent.. Pilct'".2, 6, arl ý were examined for YO w I a 1m,
3, and 10, respectively. These data show evidence neither for ...ling I
nor for nonlinear belaviors*

STo determine if higher levels of forcing function power at high
frequencies would modify the above results, the forcing function wva

changed from the augmented rectangular form to a pure rectangular shape
wherein each sinusoid in the forcing function had the same amplitude.
The resulting forcing function spectra are referred to as R14
(R = rectangular, 14 rad/sec - approximate bandwidth). Figure 70
indicates that this change in forcing function spectral shape fails to
evoke any indication of sampling or nonlinear behavior.

Because the pilot sometimes appears to exert control by means of a
pulsing motion when Y - Icl/(Jw)2 (e.g,, Pilot 2 in Fig. 66), the output
spectral density for some of these cases was eameined for conditions
which might make the presence of output sampling more likely. Figures 71P
72,, and 73 are for Pilots 2, 7, and 8 controlling mi ia 1.51 i/2" for
Yc - K-/1(i with Kc - 5 5 and 10, respectively. Again there is no
evidence for either sampling or strong nonlinear behavior.

In sunmry, .the evidence presented in this section strongly indicates
that neither periodic sampling nor nonlinear transfer iharaoteristics are
dominant remnant sources. Although Section D presented some amplitude

* distribution data tending to support a pulsing type of control action

for certain K,/(jw)2 cases, thls does not appear to result in substantial
remnant relative to other sources. So much for what the remnant is •,
Rowevers enough data and interpretation have already been presented to
indicate that the major source of remnant is nonstationary behavior
during measurement runsj and to tend to isolate the major kind of non-
steady activity as a time-varying phase shift.

*The scale is such that 1 .0 in2ý/rad/,sc on the graph is zero db. The
tape noise level is indicated by a broken line.
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The describing function data of Figs. 41 -44 contain the quasi-
linear transfer characteristics of the human pilot for the experimental

situations examined. The dependence of the operator's transfer charan.-

teristics on the forcing function and controlled element task variables

is explicitly revealed by comparisons between these data. For the

exerimental conditions considered we can qualitatively describe the

trends# featuree differences, similarities, etc., exhibited by the data

for and across the several conditions. Such a qualitative description pro-

vides an a verbal level, with some generalization, the information explic-
itly exhibited numerically by the data themselves. This procedure has

already been used in the chapters presenting the describing function data

and will be Invoked again later.

Qualitative descriptiono while necessary, does not provide a sufficient

basis for the abstractions needed to achieve sinplifLcation and generality.

This can best be accomplished using quantitative models which in some

sense or other approximte the actual data. When the experimental result@

are approximated by analytical models, the numerical values of the model

parameters serve as quantitative measures of the experimental data. Then

we can develop some "laws" of operation for the approximate analytical
models in which the variations in these parameter values exhibit trends

similar to those observed experimentally. In this way verbal description

is reduced to simple quantitatively expressed charaoteritations. To the

extent that the analytical model approximates the actual data and is

reasonably simple in form, we my obtain much greater insight Into the
"laws" which actually govern the operator's behavlor. To achieve this

end we shall *Volvo in this chapter some simple analytical models for the

data of Figs. 41 -44.
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The purposes which the analytical models are intended to serve

j1. Characterization of past-observations for fixed
experiment.al conditions witL Oinple aayi
forms, thereby aohieving economies in description
of the experimental data

2. Quantitative deocription of experimentally observed
trends in terms of analytical relationships between
model parameters and task variables

3. Establishment of the basis for a rationale which
can be used to better "understand" bhe ways in
which the pilot behaves as a control system
component

4. Provision of a basis for quantitative extrapolation,'
thereby making possible the prediction of pilot
behavior in novel situations

With these purposes in mind, turn next to the possible types of models

which might be used to characterize the data. Clearly, a highly desir-

able feature would be some form in which a minimum number of parameters

are capable of representing the phenomena selected for emphasis in that

particular model. Equally important is the desire that the particular

model form be one which is analytically simple and tractable. These

desires can conceivably conflict with the requirement that the analyti-

cal model, be reasonably descriptive of the data. Fortunately, both

desires and requirements can be met by using describing function forms

made up largely of ratios of rational polynomials with the addition of
a transport lag (pure time delay) term. The use of such analytical

models for human operator describing function description has been

extensively discussed and applied elsewhere (e.g., Refs. 1.3, 4, and 53)

and, in fact, the existing analytical-verbal model is of preciselJ this
nature. Our major Uask, therefore, is to examine the data presented
here using such forms rather than to justify the particular variety of

form selected.

In the following sections analytical models shall be derived by

curve-fitting the experimental describing function data. In the process

three basic levels of approximation shall be used. At the first level

142I
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are extremely simple models which exhibit charaoteristics similar to the

actual data in the crossover region. Mho -Pwem ,.,^ e.MLOt to the -ross-

over mode.1 i.e., 1,.""".I,'." _, .. _ """. ." .I .. YpY 4 J= (68) •

When both oc and Te a,. allowed to vary, this equation has enough flexi-

bility to characterize the basic crossover region treands -for the . /j. c

and Xe/(Jw) date. With somewhat less accuracy it is also suitable for
the 1%/(Jco-.2) cases. With this first model the variations of paramount
importance are those of 'Te and c% with controlled element and forcing

function bandwidth. In the course of the discussion, Adj sustment Rules 4b
(system phase margin) and 5b (% -a)i dependence) will be modified.

Modified versions of the crossover model are more appropriate +4

systems involving extensive pilot lead and/or those having controlled

element dynamic@ with break points in the general crossover region. These

include such open-loop describing functions as

( KPK )[ j + 1~iO~

ypyc 04 2(69)

for Y c Kc/(icc) 2 ; ý )[ 0a ca + 1] eJG-eT
SYpYc (TO

V jcz(jco - I/T) (70)

Q..1 for Y. -K•/,w(Jw - 1/T); and

() - I/T(71)

for Yo X 1/(JIo - I/T). These direct extensions of crossover models are
the simplest forms possible which are compatible with even a gross char-

acterization of the data over the measurement bandwidth.
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Both the crossover model and its direct extensions fail to acoount

for the low freque•O•y phase lags. These are handled by refining the

extended crossover model to 1n l3do a aabohall Jncrement to.. ae low ........

frequency phase.
With the extended crossover model, all of the major trends muort•e•d

by Unan data points over a portion of the measurement bAndvidth are

described reasonably well. There are, however, certain isoated data

points Ahich require further explanation or which can serve as a basis

for further elaboration. These isolated points occur at the extremes of

the measurement bandwidth, where data variability tends to be largest.

However, for the YO - .c/(j - 2) case the constraining nature of the

controlled element dynamics acts to keep the variability low, so these

data offer admirable possibilities for further elaboration and refine-

ment. This is accomplished uling "preoision fibsts for the data vhich

support the mo-called precision model. This most refined model is the

only one which has a basic form which is not necessarily restricted to

use over only a finite banAwidth, i.e., it satisfies nhysical limita-

tions as o approaches zero or Infinity while characteriz-nA the data

exceptionally well over the measurement. band.

The three basic levels of model precision introduced here will be

discussed in the three immediatily following sections. An final pro-

view to help keep things straight for the reader, a t - - tual

model types are used. These are suiarized below v., of the

parameters which are allowed to vary in order to f a given ac

Oroessver Models

"ypy , , To variable (T2)

IYpY ' a , , e variable (7•)
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Sztesed ossover Models

3 First A row tioea u

ap X; kTjw1 j , TL, TI? To variable (4

Beoamd AlpWpmatnlm:

Y 1 TL )+ (ye +/) Kp, TL, TI, ie, m. variable (75)

Precision Nodeol

(I'dT ,.D + 1\ ITYTJO1 +1 (76)

T13W+1/TiciW+1 ( jM+ 1) [( +.2j +11

The final section of the chapter disousses the mean-squared error

perforunce measure, orossover frequency regression, and related aspeots

of the data. In this section the nature of the eain, i.e., crossover

frequenoy, and phase mrgin adjustments and their relationships with

average performenoe are explored in tomes of the orossover model.

3. M MOMOYD MMDeL

Visual examination of the data shown in Figs. 48-50 indicates that,

to a first order at lftet, the crossover model discussed in connection

with Eq 10 Is likely to have a fair range of applicability. As noted

when it was introduced, the model would appear to be a better deecriL•tin,

of anxlitude ratio than of phase characteristics. Also, the aa ..

mtio for Yo w Xo/(Jc-2) tends to be somewhat flatter than -9O 4/ ,
Still, the elementary crossover model is adequate to describe . ...

in the crossover region using only % and To as parameters.



I Although the basic ap proxuimte for is tke same or all theseL i~~idate; the numerical values of crossover frequency, and To areno.I

i • l~oerturbati:on tr eatm ent is appropriats,'e . ?or

-YY (77)

the crossover frequency is, of course, c and the phase mrgin is

Tel% (78)

If To and wo are now divided into two comonents, one depending on Yo

alone and the other on o and Yco then

i%(YOW) - w(YQ) + t~~wYO) (79)

TN)(0 ali) - 10(yo) - vciYO) (80)

The "o" submoript in Eqs 79 and 80 indicates values taken when a•i M 0.
Using these equations with the phase margin expression, and ashuming

that the product aoo6A will be negligible, the phase margin becomes

; 'roo + %OAT " To&% (81)

An important consideration in carrying this development further is the

value of the pbase margin when w = 0. The phase margin data presented

in Pig. 46m indicate a trend toward moero phase margin as mi decreases.
Although this trend to the origin can only be demonntrated directly for

ci ý 0, it is a oomhon observation thrt signals circulate throughout the
manual control loop without any foraing function as long am the operator
is 14 active control. In the absence of other inputs or disturbances)

the presence of these signals implies an on-the-average condition of

1 i6



zero phase margin. So, both the direct and indirect evidence indicates

"that phase mrgin is zero when at is zero. Because aao and vo are equal,

Vy " e;.MoA, ta 0,4 To, r'lV4,aip ve*e , for -.. q 0, then 'the, gast .
margin for thlp_ ,ass beoomem.

N -o~ 0 (82)

or - ,o - • (831).

Equation 83 indicates that To and %o are not independent entities, and

that only one need be specified. Since these quantities are the only

ones in Eqs 79 and 80 which depend on the controlled element &lone, either

%, or To must be used to subsume controlled element differences as ropre-

sented in the crossover model if & an&.L variations with YO are smil.

When the above bonsiderations are taken into account, tl+e phase

Smargin expression sinplifies to

o1 4 (84)

oo

The nature of the variations of 4% and &T with •A~ and controlled element,

and the variation of wo, or To with controlled element, can be explored

using crossover freque-ucy and phase margin data extracted from rigs. 4i.8- 50.

These are presented in Table VIL. Include4 in the table are data for

Yo w Ko tests which are not documented in detail in this report although

they are indicated in the experLmental plFn of Fig. 2Tb. For these tests

only three subjects with a total of six rune per forcing function condi-
tion were available.

The crossover frequency is plotted as a function of ai in Fig,. 74.
There Is a slight increase in %• with oai which, as already noted in
OCapter V) deviates from mean values b$ only 5 percent or so (with the
exception of Yo K),) For the purposes of this model we shall consider
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f TAKLE VIII

PMAE~ KOfGfl AlID OJM05OViR II~qMxNOI

05i i I. 31/4/50 wj 2.~ ra/U CWj 44. %ThdIse

j_ (rad) (rad/sec) (red) (ad/uec) (red) (rad/sea)
- - -lJ 0.51 ;.1 0.75 5.7 0.7O 6.7

0 KIo) o.42 '4.6 0.3 4.7 0.94 5.0

Kc/(Ja- 2) 0.35 4.6 0.66 5.0 0.70 5.2

Kc/(jc,) 2  0.26 3.2 0.51 3.3 0.73* 1 .8*

*Regressive

the actual variation indicated by the data. This will change the c )-•

adjutment rule slightly# although to a somewhat lower level of approxi.F tion the adjustment rule in adequate as it now stands.
One of the primary purposes of Fig. 74 is to obtain an estimte of

straight lines through the data and extrapolating to o - 0. For Yc n KO

a straight-line extrapolation would result in an ao les than that for

either Yo u K/•jw or Kr/(jw - 2). Because all of the existing data

points for YO w Kc are larger than those for the other controlled elements

sush an extrapolation does not appear warranted, so the Y¥O- Kc points

are connected with a iurve which for low wj is roughly parallel to the

curves for the other controlled elements. The wo and aesociated TO

values are given in Table IX. This table also contains a recapitula.

tion of the averaged crossover frequency# Map from Fig. 45a. When ao

Is subtracted from the wo values given in Table V=I1, the resulting &)

data points coalesce fairly well when plotted versus mi. As can be

appreciated from an examination of Fig-. 74• the major deviation from this

is YO w Kc. The 6 data appear to be substantially independent of

controlled element, and a linear fit is adequate (except for the larger
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. T __ lml L !l IIIIIf--TO
(see)ea

Sor, 4.8 5.8

I.36 4,4 4.7,

KC/(M - ItT) 0.36 4.4 4.9

0.(5co)2 0.51 3.0 5.25

(l data for Y0 Y Oc). This is given approxiezatel by

A(dk) 1- 0.18ft (86)

Sufficient information Is now available to compute the Inoremental

effective delay, &T, using Sq 85. The result is presented in Pig. 75
which ahowv a remarkablo lack of dependence of &v on 3ontrolled element.

In the low foroing-funation-bandwidth linear rangb,

,,(q) I O.Oft (87)

This reduction in effective time delay am foraing function bandwidth is

increased is the principal factor involved in the phase margin increame.

A very similar result is obtained if the orossover frequency is presumed

constanlt, with a value given by k although the AT data points obtained

for c - 4 rad/sec exhibit a wider spread than that shown in Fig. 73.

in summry, the basic trends revealed by the siMple crossover model

inolAe an increase In the phase margin am forcing function bandwidth

is Increased, which is accomplished by a reduction of the high frequency

lag oharaoteristios sublsumd in ie. A mall part of this reduotion in

effective time delay is used to increase orossover frequenoy although
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thscmbe acneid~ered a. aecond-order effeett Both ebnrx~ Aý'A InI A

direction whih tends to acqensate f•r the Increue In meau-squxe. .

e-rr' CUA to increases i f6i'aL bh &Mwfi d•t-- oph apý . ..c .. ie-dý

In detail n Section P. Finallyo in the simple arbsoier model the effect

of controlled element is totally given by To or, alternativel*y, by woo.

The simplified crossover model discussed above iL deficient in

several respects. First, for the controlled elements with nonzero

poles the open-loop describing function in the region of crossover

tends to be somewhat less than -20 db/decade. For these cases the

data are better fitted with open-loop describing functions vhich con-

tain the controlled element dynamics explicitly. Seoondi the second-

order controlled elements require lead equalization. This In iMlicit

in the crossover model, but for more refined models slo,%'d be made

expliilt. When theme two major defioiencies in the siMpllfied cross.

over model are corrected., the open-loop describing function models are

adequate to describe most of the closed-loop system characterist4ics.

The extreme phake :lass at low froquenoieo asuall do not substan.

tially Affect the closed-loop ,lharsoteristics beaause magnitude JYpYoQ
Is much greater than unity at the frequenoies where the lags are present.

However, the ubiquitous nature-of the low frequency phase lags, and

their occasional impbtance on closed-loop dyrnamics, demands attention.

This is. accoplished here by adding a catchall inorement to the low

frequency phase which takes into account dynamics having ew3.tude ratio

break points below, or in the lowest frequency portion of, the measure-
ment bandwidth. The basis for this approximation derives from consider-

ing that the low frequency phase lag is due to an equal number of lags

and leads haaying break points generally below the lover measurement

frequencies. Thus, for M leads and lags occurring at 1/Tleadi and

I/T3lag the phase will be

t~low tar:' Tleadiw - tan Tlag~o (88)

1 .
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TW•hn all of the bra" pointa ooour balw thit iucmjouinun bau1widbh, the

The ffe~lye%•n contan ;g Tde|•rbs th fetwIhtemaue

ment band of leds a~nd lags below measurement frequencies. In this sense

it is analogous to To, which lumps high frequeny phenomena into a simle
low frequency approximation suitable within eheseasurement bandwidth,
wn theee lo frequency term is represented re •--/).

In the followinm the o arnous open1loop dees cribing iunctie meare
curveifitted In two ways which differ oneu in wypther or not they include

the low frequency phase correction. To restrict somewhat the total

number of parameters varied for a given controlled element form, the

crossover frequencies are held to be invariant with oi for the Yo " Ko/j''
Kc/(jo - 2), and Cc/(jm) 2 (with the exception of the regressive ý - 4.0)

cases. The second-order diverging controlled elemento Ka/jo(3c& - 1/T),

situations amount to a special set in which % is not constant. Conge-
quentlyo the first three controlled elements and the second-order

diverging case are separately treated below as two grand families.

I . &xtended Orossover Hdels for YO - NC/1n0, rX,/(Jca - 2), MAd N/(Jw)g

xmmination of the averaged YpYo data of Figs. 48 -ý0 reveals the

following general trendse

1ý2



e, *ae i.'lI... .-,ftAid.*m... .- e .a. .e.e . tlt• V* W ~ .I.* S hf m...

a, ~ ~ ~ ~ ~~~ = i~g~vr£u~,rZ;na lyIePendent -ýf trj (Va .1
Figm.. 4P.a)

b. lha: Margin Is Uearly Vr~pftioUqal to Ar seDi i~
'.The In~r~atmilt.l 10V frequency Phose lag generally
incrleases with w

Two exceptions to theme geneoraliuations need to be noted. One is thl

4 " ..0 regressive case for Yc a e!/(Jw) 2 and the other is the ordering

of the low frequency phase lag for To 1CQ/c/M, wAere the i -a4.0 condi-

tion has lose lag than the other two mi conditions. With these noted

exoeptions, the trends listed are exhibited by the analytical models.

a. Ye w 1C0/ m. The simplest models are those for •/•jw. The

appropriate first and second approximation forms for the analytical

models are: •-e

First approx.ati.on, i a (91)

i + M°Ce
Second approximation i YpXo as* (92)

The first approximation model is identical in form to the crossover

model, except that G.0 is presumed to be the constant value of M, The

general adequacy of these models :Ls graphically illustrated by Fi±gs. 76a

through 76a. The constants are sujm ri.ed In TaLle X. Note here that

10) which is given by n/2%, correspords to the value of is that vould

be preseut :or ot w 0.
2ASI3 X

4.7 Tad/e TojX 0.33 see

deg rind sea rad/see see

1.5 241 o.42 0.24 0-14 0.088
2.5 42 0.7) 0.18 0.11 0.15

.. 0 36 0,98 0.12 0.20 0.21
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b. Ya "o/(a - 2). The first and second approximation analytical
j model forms for Yo Ko/(Jm - 2) aret

r Fiirst approxinaio ni 'pYo 1 Q/0)i

Second approximation: Yp0i (94)

where K is the total open-loop D.C. gain. Figures 77a through 77a Illus-
trate these fits, which, together with the analytical model data, are
sumarized in Table XI.

TABLE XI

SUMMARY OF DESCRIBI1NG FUNCTION 00NSTANTB FOR Ye Y.l(jm - 2)
*b 4~.9 rad/sec

Tel
K (7o - e)

deog r. sec md/sec see

1.5 24.0 0,42 0.1 2 .65 0.2 0.086

2.5 35.0 0.58 0.13 2.65 0.19 0.12
4.0 39.0 0.68 0.10 2.65 0,18 0.14

For this case, 1 will be given by

-o.2 sec

As can be appreciated by examining Pig. 77, the extended model is quite

adequate to describe all of the data except for the highest and lowest

frequency amplitude ratio points for all three aý values. These dis.
crepancies can be corrected by adding a high frequency lead and some lags
and a low frequency lag-lead, while reking appropriate modifications to
Te and m. For instance, m is reduced to zero by adding the low frequency

lag-lead pair (TKjm + 1)/(Tkjw + 1) to the describing function form.

'7'
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Considerations such as these are used in the next section to develop a

j •precision model.

a. To- l/(,m). The two forms for Y. -&/(jw) 2 are:

iFir t a yrotion . ..... . ...... ....

j ~ ~~Second approxinatien: Y1X0 07s/i)(~w+)dte4/~

(97)
J'ust as with Y. IKXiJ1, the first approximation fits are similar to the

sin~le orousover model, but with crossover frequency held constant at M.

As a prelude tu the final fitting procedure for the second approxi-

m•tion form, a large number of variations were used at the low freqp..noy

and. A comarison of these for the three ay conditions indicated that

an excellent case could be made for a nearly constant TL having a Value
of 5 sue or greater. In Figs. 78a through 78c the minimum value is used.

Table X summrizes all the data for Yu . KO/(Jw))2 models.

TABLE XI1

SUAM Y OF DESCRIING FUNCTION CONSTAMS M0R Yc Y Ko/(jm)2

-; -3.2A rdsejr. 0.4.83 see

- deg rad rad/sec see

1.5 . .25 16.o 0.279 o.85 0.2 0.098
2.•5 3.2 , 2•.5 0. 44 o, 0 . • 3" 0o,3 0,.14.8

4.o 1 .8 42.0 o.71 3 o,.26o 5 0.5 0.22 3

4, 9mýz'r Data. The key variations of effective time delay, re,

with forcing fuDation bandwidth, wj, are s•hwm in Pi.g 79. The trends
shown are geuvrally eozatible with those that would be exhibited if the

sinole crossover model data were pro~sented in a simJlar way. This can
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0 K0/1W

02 K01Ajw2

0.4

0.2

.. 0.1

0 1 203.0 4.0
Forcing Function Bandwidth w, (rod/sac)

Figure 79.* Variations Of Effective Time Delays
with Forcing Function Bandwid~th

(wj .0 points are extrapolations)
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perhaps best be appreciated by comparing the variation of the incremental

tim delay foil tla iiuwlsu uruamover model with forcing function bandwidth

shown In Fig. 7ý with the similar plot, Fig, 80, made for the extended . ...... e jo differences between the stem froth the absence of the

Soqzeoton for crossover frequency increase with o4 in Pig. 80. In this

respect the simple crossover model results are superior to those of the

extended Vlroims., If the decreasing slope tendency which in especially

5evident ror tahe. c( - 2). controlled element is to be taken serious4y,
an asymptotic lower level for Te would be indicated. This would appear

to have a ýalue qpmewhere near 0.1 sec or less.

The variation of the incremental low frequency phase lag measured by a

with forcing function bandwidth is shown in Fig. 81. Two limiting cases

appear. For the highly constrained Kc/(Jw - A.) condition, z is substanti-

ally independent of forcing function bandwidth. At thi other extreme) for

Ye " Ko/(J&O) a. is approximately proportional to wj. The simple integrator

controlled element has a trend of m versus at which ranges between the two

extremes. The low frequency incremental phase lag has no precedent in the

existing analytical-verbal model. However, it is necessary to recall that

such terms are not new. They have appeared before and were carefully con-

cidered in Ref. 4 before being thrown out as major effects. At least one

irf these "re,•eons" (i.e., that the points were inconclusive due to varia-
Sbility in computational problems) is no longer tos trong an It once was.

Other "reasons" such as the relatively inconsequential nature of the low

frequency phase lags in terms of closed-loop characteristics are still

pertinent for some controlled elements, but not all.

Both the variation or the lack thereof of the low frequency incremental

phase lag and the effective time delay with forcing function bandwidth are

major experimental facts which must be explained in any adequate model of

the human operator. This has been accomplished in another phase of the

research prograe of which this report documents a portion, although it is

beyond our present scope. It turns out that essentially all the variations

noted are compatible with a variable-gain adaptive model of the neuro-

muscular system whicho in turn, is generally compatible with the known

physiological characteristics of the, same smytem.
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Kc-w- 9),j:.:
0)

0 1.0 2.0 3.0 4,0
Forcing Function Bandwidth , w, (rad/sec)

Figure 80. Dependence of Inoremental Time Delay
on Forcing FunctLon Bandwidth

;~ Kc/jw

0.3-

0.1

S0 1.0 2.0 3.0 4.0
Forcing Function Bandwidth , w1 (rod/see)

Piure H1• V•r;,v,•.ions of Low Freuency Incremental Phase Lag
with P'orcing Function Badwidth
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9 xeW f- *@ye r -dl fer Y,4 I /T)M~1 r
..., nat on.of Mg. 44 and its qOo~nnr with ~bhe-..-re!?expsrimet

av4lyusG hma inFigs. and 9 lie~astestat sminimum com for the
open-loop describing fcton should be

pja.(j.. - I/T)(

Suitable parameters can be selected in this form such that the aplitude
ratio is reasonably well described over the measurement band, while the
phase is accurately characterized only in the region of crossover. In
fact, some of theme data absolutely require the low frequency phase lag
correction in order to be fitted at all well) even at frequencies near
crossover.' Consequently, the ore refined second approximation form,

|iO r(TL3cu + 1)÷ -J(Y9 ÷ c/c).jw(jw - 1/T)

will be used at the outset.

From compariseon of the several plots it is noted tt the major trends

are: a. ab increases with I/T (see Fia. 45b)
b. Phase nzrgin is generall very low and decreases as

1/T increases (see Fig. 46b)

a. The low frequency phase la increases with/an
increase in I/N

As a consequence of the first of thee trends, Tr will decrease am I/T
Increases, up to the point where control is lost.

,just as with the Yo a jgý/(Jw)2 case, a large number of variations
were tried in fitting the low frequency data. As it turned out, the
load time constant) TLP can be considered independent of 1/Tý with a

value of about 5 sea. Then % and re will carry the primary variation
with controlled element change. The actual curve fits are given in
Figs. 82L through 82d and tabulated in Table EIIl. The use of a alone to
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approximte effects which are irobably due to a low frequency lag-lead
ham a tendency to overestimate the low frequency phase lag at the very

liowest 1'requenales of measurement. This is especially notioeable in- f..
FI .igs. 82c: ' a 82d. The effect can.... qo_ o - • A te4 byuing

,~~~~~~ --------(J--/•, --•.
the ~,au-la4 pik %I ~ with the consequtnt.addition a. another,

pawamtez'.
TABLE XIIU

StUhOMAE OF DESCRIBING FUJNCTION CONSTANTS
FOR YOu XO/,w(.ja lI/T), wi .5

- --1/T c~TL To

rad/seo red/sec dog z'ad see see red/see

0.0 3.0 10 0.17 3 0.37 o.3-
o,5 3.4 10 0.17' 0.53 0.3
1.0 3.7 7 0.12 5 0.31 0.37
1. 4.0 0 0.0 5 0.29 0.o0

As can best be appreciated by examining Fig. 83p the increase in lov

frequency phae lUag and decrease in effective time delay tehave in eesen-

tially a 1rallel fashion as the controlled elemcnt d•-vergenoe in increased.

an fant, it is evident that the confliot between th• low frequency phase

lag and the high f rz.uenezy phr .s deoaras acoooanryng Te decreases Is

the significant factor in the pilot' absility to control diverging con-

trolled elements. Here, because of the intimate connection between To

and a, the re decrease can only be effective as long as its effect is not

overpowered by the incremental low frequency phase lag. The source of
the close tie between ie and m again involves the details of the neuro.

musoular mubsystemt and hence is again beyond our current seope.

D. MID OKIO N3L

In its met refined version. the extended crossover model given by

Yp ITLjw + 1"-j (we + -Q/W" ) (100)
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is sufficlent to characterize almost ill the data for all the controlled

elements tested. Exception* occur at very low and ver7 hMOh frequencies..•.
For Instanoe, In the dis,,oion co"pleted just above, values of m based
on the lower variability mid-frequency and low frequency data tend to

overestimate the phase lag at the very lowest frequencies, Also, for the

-Ye K0 /(Jw - 2) data the very lowest and very highest amplitude ratio

points are not compatible with curve fits using the extended crossover

model alone. These deviations between data and model offer opportunities

for model extension.

A more subtle defect of the extended crossover model of Eq 100 is the

poshible confusion resulting when this form io used at frequencies for

which it was never intended. Neither or the exponential term's components

can be extrapolated beyond the measurement band without the possibility

of conceptual error. It must always be remembered that the •-e("/D) term

represents lags and leads having break points below or in the lowest

portion of the measurement bandwidth; and similarly that at least part

O,' the •- 6 includes the low frequency effects of leads and lags having

break noints above or in the highest regions of the measurenmit band.

Thus, extrapolation of Eq 100 either to very loW frequencies wnere the

ph-se will teuid to minus infinity or to very high frequencies wheve the

amplitude ratio approaches a constant is unwarranted. I
The primary intent of this section is to take advantage of the

additional scope offered for model extension by the data which are not

quite characterized by the refined crossover models while also removing

the subtle limiting frequency difficulties of the extended form. To do

this a precision model which contains many more coonents is formulated.

Most cf those additional components have broak points outside the measure-

mnt bandwidth which must be estimated by their 'ften small effects within

this band. Consequently, only the lowest variability data avuilablw are

appropriate for use as an initial data base in model elaboration. Por

this reason the precision model developments here will use only the

exceptionally low vsriability data obtained for the highly constraining

Kc/(Jm,- 2) controlled element.
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Even with these rather remarkable data, the development of a precision2

M model dbe a g a of adtil Io t
".. ....... is considered it the model construction prooess.. Wh ..-•hte to• dmo bc y.• ...

S~ever, the precision model evolved is c=xatible not only viAh the datap.t

the current program., but with the other findings introduced into the
cstructure as well.

S•The model development process can beat be described as a sequence of

!•:operations, each based on one or more fundamental considerations. Each

of the steps included are detailed below.

1. As a minimum to replace the a and to better fit the lowest
frequency axplitixde ratio data, a lag-lead form is indicated

wherein the lead is just withln the measurement band and the lag occurs
•I at much lower frequencies. Careful consideration of the iY I//p datta at

low frequencies for the three forcing function cases indicaes that these
are nearly identical. This feature is also reflected by the values previ-
ously found for a, which are essentially the same for all three conditions.
Therefore, the lead-lag added will be the same ior all three forcing fun.c-
tion conditions. This very low frequency lag-lead has no amplitude ratio

and negligible phase effect at the higher frequencies, so the break points
can be determined independently of other parameters. The values selected

( u -+ 0. (101)75TT, a) ~ o ++1/

2. Data and interpretations from this and other experimental progrms
have increased our knowledge of the dynamics of the neuromuscular

system. As already noted several times, the details of there are beyond
the present scope, but two findings related to the precision model devel-
opment task are:

a. A fatrly' conlete description of the high frequency
sse, neuromuscular system dynamacs requires a third-order

1system, i.e.,

*Tq m+1 a + jo + I

All these terms are shown in Eq 1. Their prpsence there was based
largely on high frequency neuromuscular system dynam0 cb as revealed
by the dynamic portion of step response data. More fundamentally,
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tho, third-order form constitutes a minimal analvtioal desaript.4w

of the muscle Inulse response.

b--T-!he, effective 5u~e U12 ; 3-.:System. high frequency 34,

Tv Tlý +(102)

tends to vary in the same fashion as a. In this instance, for
'Y6 P X/(j a - 2), 0 a5 i Onstant with aq. Therefore, Týq will also
be essentially constant.

•. For the data being considered, the components of the effective
time delay, Te, will be

The pure time delay, r, is due to latencies in the visual process, delays
due to neural conduction and coding, etc. Accordingly, its value is not
likely to change with forcing function bandwidth. Thus, for these
YO - 2) data the term T + TX will be independent of the forcing
;.Awnc4 ion bandwidth. In Eq 103 this leaves the lead, TL, which is generally
at¶justable, as the likely source for the observed changes in To with mi.

4. Minimum values of 1/TL can be found by considering that:

a. The mid-frequency regions for the Y1/ a he
otme forlall ft, thereby indicating ¶~bat l/TL influences

only the two highest frequency anplitude ratio data points.

b. Because the neuromuscular system dynamics do not change
with aw in this particular case, the departure of the

highest frequency anlitude ratio point (an m 13.8 rad/see) from
the partial amlitude ratio curve fit (which includes the lead,
'TL, but excludes the neuromuscular system lags) should be the same
for aL1 three forcing function conditions. With only a small
amount of cut-and-try, lead values can be found which are compati-
ble with these factors. These are:

G Ti TLMRX Te •'e + TL

1.5 1.0 0.077 o.i 02
2.5 9.0 0.111 0.125 o.236

4.o 7.8 0.128 o.04 0.232
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Noeta o+T sasnilY bIat mi eurdI
z'1 T + TN in to be invariant withpi.

o;%U copatile ithassociateddaacnb o . Aafiste.

Conduction wti h otxt ovrec
centr o visalpropr~ocepti-,e, and kines-
theicinormtin o ormulate mo~tor output 0.005 see

Corexto pialcord ............ 0.01 to 0.015 sec

Spial ordtoperiphery (via alpha

For the present data a vali es of 0.09 see shall be used. This Is selected
because it Is near the upper end-of the range given above and, inciden-
tally, because it worked somewbat better' than other valuis within this
range in the cut-and-try fitting efforts.

6. The residual am~plitude ratio and. phase left over when the terms

S thus far considered are removed from the data are shown in
Fig.84.These data are to be fitted with

After considerable cut-and-try, representative numerical values were
determined to be

+ ___\_ 2012 W

These correlate reasonably well with representative third-order system
approixi~mtions which characterize the so-called dyn~amic portion of the
*a~ep response (see Ref. 34) for Ye w Kc.

*Personal communication-Dr. George Moore, Aeit. Prof. of Physi.
olosy, UCLA Medical School.
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'M

11112 Z1flR_' forms So'land to fit the three mi cases f~or YO .C/(O - 2)

are

6+1

(28 at,)

(104)

a'r ~ 1 .5, 2.5, and 4.0, respectively. The over-all merit of this

detailed pxtaision model can be judged from Figs. 85a. through 83c, which
present the data and the jerecisiora model forms of Eq 104. The general
a4equacy of these curve fits io *xceptione.lly good evidence for the exten-

.1 on of the g'eneral wodel form showni in Eq 1 to that given by

(i(

TKja +T~ a + 1a

In this more general model the gain and equalizatton toerm are identical

to those previously used, whmreas the neuromuscular Piystei characteristics

have been expanded by the addition of the low ft.quency lag-lead.

An interesting aspect of the precision model is its reduction of pure

time do.W~ terms to minimum or near-minimum value s. All the high frequency

leads and. lagw which were previously lUSnLd into low frequency approxi'ua-

tions represented by s7JOYTe have now been removed, leaving only the bare

bones of a pure time delay which is coogatible with that expected on
physiological groundq.
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function data will be rationalizead in, terma of tihe biole norwalizaeO
mea n.squared-error model. derived in Chapter III.

, , • |,s U a, essione~m

The fizst topic is that of a% regression. This phenomenon vas first

noticedin Elkind's rectangular forcing function spectra data. Most of

these had open-loop describing function characteristics reasonably con-

patible with those given in Eq 10, so the normalized mean-squared-error

model of Eq 35 forms an appropriate analytical framework with which to
"explain" these data and the a regression phenomenon.

In Table XIV are presented data based on Elkind's original results,

Ref. 13. The normalized mean-squared error is only that component which

has frequencies within the forcing function bandwidth. This in a close

approximation to 1/of. Because the reptangular forcing function spectra

used by Elkind had no power in the region of crossover, the crossover

frequency for the lower forcing function bandwidths wan not directly meas-

urable. However, extrapolation of the available low frequency describing

TABLE X1V
NORMLIZED MEAZ-SQUARED-ERR0R DATA

DERIVE FROM ELKIND'S Ye w 1 EXPERIM

~~1~ 2
FORCING '1%Te)FUNCTION (rad/ieo) 4 caj (rad/sec) *a

R.16 1.0 0.0081 7.6 1.57 0.21 0.0058

R.24 1.5 0.011 7.6 1.57 0.01 0.015

R.40 2.5 ox041 7.6 1.57 0.2 0.036
R.64 4.o 0.098 7.6 I1,57 0.83' 0.o9P
R.96 6.o0 .51 6.3 1.3 , 1 .24 0.30

ai1.6 10.0 I.16 2.0 o.04 2.07
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function data to the orossover region reveals that the a% was probably

the saBM for all of these cases (this extrapolatio= was, in fact, the

primary justification for Adjustment Rule ýb). M~ind's B-6 forcing
function spaotra..oan be.,used to estim ..•l .• .oss.o.er .reqen ..

for the lower o% data. This is' e basis of Lthe 7.6 rad/Ife shOanLf'or
It.16 t~hroug R, 6 (me YU, 29) . The To correspondingo this crossover ••,!i

frequenco¥ when It Is considered an an Bý, is 0.21 sea. The rest of....•;

the data in Table XIV follows directly. Figure 86 shown the data from ,..•:!

Table XIV superimposed on the normalized mean-squared error versus

normalized crossover frequency families. This plot actually involves

three quantities, i.e., eyf To% and "fact (the constant To is a
normalizing parameter). The actual variation being illustrated is o/f
versus .C (normalized ), with wl (normalized) as a parameter. The date.

are entered on the plot using the first two as abscissa and ordinate. The

arrow leading from each data point has its head at the appropriate Tomi.

Thus,• the R.96 data, for instance, show a normalized mean-squared error of

0.51 versus normalized crossover of 1 .30 with the arrowhead touching a

family Vewt = 1.24. If the arrow lengths were zero, the experimental data

would coincide precisely with all three parameters of the plot.

The approximbely constant crossover, low forcing function bandwidth

data and the R1.6 large 0ii bandwidth point all correspond quite closely

to the theoretical. The lower 0)1 data are also compatible with mini-

mization of the mean-squared error, whereas the high a4 point (R1.6)

illustrates the ab regression. The R.96 data point departs a good deal
from the idealization. This too in as it should be) for the open-loop

describing function here Is transitionary and departs considerably from

the simple -20 db/decade constant-slope amplitude ratio. This data point

could have been left off the plot for this reasonj instead, it is entered

to indicate how closely the theoretical wA < 0. 8a•c condition is likely

to apply.

.. In the present program only one condition resulted in an a% regression.

This was for Yc . yQ/(ju))2 , cj - 4.0 (see Fig. 43a). The idealized mean-

squared-error plot of Fig. 11 (or Fig. 86) is, unfortunatelyo not as

quantitatively appropriate for the Yc = Kc/(Jw) 2 data as it is for the
Yo " K. or Kc/jw cases because the open-loop phase differs drastically
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from that presumed in th'e theoretical calculations. $till) the actual

daabear a qualitative rese*U~noe to the theoretical bebpvior, :C. ea.

These estimates can now be compnred with the actual results. The pred~ic-
tions were made in terms of the mean-squared-error component due to the
forcing function alone, so only that portion will be considered here.

Included in the data for Elkind's Yo 1 e2Cperim~nts s1.arized in
Table XIV are predicted mean-squared ori~ors based on the one-third law

(Eq 3ig78. These tpresdfioreltions are shoprednit The acirs dt, sinmilar8

to that already shown for Elkind' a data, is with the one-third law. For

the second correlation) denoted in Fig. 386 as 4/01ont]nuous the ideal-I
ized data of Fig. 11 are used for the predicted values. The "continuous"
subscript here referm to the continuous nature of the forcing function's
rectangular power spectral density used in the calculations leading to
Fig. 11. In the actual exmperimental series the forcing function was o0m-
posed of discrete sinumoids rather than o~ntinuous functions. This makes
a small differenoce in the normalized mean-squared-error prediction, as is

shown by the third correlation given in Fig. 88, i.e., the actual normal-

all three bases compare favorably with the actual results achieved.

Por the fi~nal comparison of estimated versus actual performance
measures) the Ya E Cc/(ju) 2 situations shall be examined. Figure 89 I
presents correlations for this case which parallel those given in Fig. 88

for the single-integrator controlled element,. Here the correlation is by
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no means as good as that for the two previous oases examined. The primary

I ~reason for this is the departure of the actual open-loop phase angle fromf
~ .that. of. the RU~.lo aroosover modal. .To. illustrate the rsgnt%44.: of this.

ofeI~acu24in OfO/fdico ere mado in vhich the phase for
only the highest frequency point within the large amplitude 'portion of

the forcing function was changed from its actual value to one compatible

with the simple crossover model. This solitary modification would change

the / ]disrete points to the locations indicated by the arrowheads in

Fig. 89. These points would be considered very good correlation indeed,

so they imply that even the one-third law could be used for the Yc " . /(jw)2

case with simply-applied special corrections.

The Iata correlations given above show how well the one-third law works

even though the actual forcing function and YpYC differ considerably from

the idealized model on which the law is based. This implies that lower

limit values of ateady-state performance, i.e., normalized mean-squared

error due to forcing function, can be estimated using extremely simple

idealizations for conditions where the crossover model is a reasonable

approximation. The main source of difficulty in such an estimation p~a-

cedure is in the determination of the crossover frequency. For this task,

the techniques illustrated in Chapter III can be used, with the T. values

modified to be consonant with the new data of this report. The discussion

above has bypassed any problems of wo estimation by considering trends

only, and by using experimentally determined values of 5 b*

5 e T•. jeotaxtes and Phase )Wrgin Adjustment

The connection of performance measures and mean-squared-error minimiza-

tion with crossover frequency is but half the story of the crossover model

adjustment. The other parameter involved is the adjustment of Te or its

exact equivalent for the crossover model, the phase margin. An apprecia-

tion for the possible rationale behind this adjustment can be obtained by

considering Fig. 90, which is a crossplot of Fig. 11. In this figure the

abscissa is the effective time delay, Te, normalized by the mean crossover

frequency, Me. The families shown are for constant forcing function band-

width, a•i, also normalized by 3. Thus, the variation being illustrated
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here is versus Te (normalized) with (normalized) as a parameter.

On this basis Fig. 90 can be thought of as a section of a hypersurfaoe5. . . for which Fig. 11 is another section. It will be observed thatL
luaU ~ ~ ~ ~ ~ P aueofnmlie ea.ojrd error the akjza family lines

are nesarly horizontal, indicating that normalized mean-squared error is
nearly independent of To. This region corresponds to ft/- values for

which the one-third law is an adequate approximation to the normalized

mean-squared error. As forcing function bandwidth is increased, the wi/-

families tilt toward the left and the mean-squared error becomes a much

4- stronger function of the time delay. The minimum mean-squared error,

which always corresponds to Te w 0, becomes a much sharper minimum as

wi/mc increases.

For the human controller with random forcing functions, Te can never

become zero, but the Te data do show distinct reductions as functions ofi a•j' The ratizre of this adjustment in terms of the theoretical mean-squared

error versus c'Te plot is illustrated by the data superimposed on the theo-
retical gridwork of Fig. 90. The data used for this purpose are for
Yc M Kc/jw and Kc/(Jw - 2). These cases were selected because they corre-

spond most closely to the simple crossover model. The actual data points

are entered on the plot using the phase margin and wj/'c. The nature of a

linear phase margin variation with aic is, in these coordinates, indicated

{ by the 9M 1 . (ccj/) curve shown. A phase margin adjustment of this

kind places sufficient emphasis on phase margin increase with mi to assure

that the system with time delay has a mean-squared error reasonably close

to the physically unrealizable absolute minimum for T w 0. The human oper-

ator approxiates this adjustment for aj/M e 0.5, but tends to fall off

somewhat for larger values, although phase margin still increases.

An alternative view to the same adjustments ,noted above can be developed

using the sketch of Fig. 91. This figure shows the open-loop and the closed-

loop error/input transfer functions for a feedback system based on the simple

crossover model. The maximum amplitude ratio of the error/input transfer

function is very nearly the departure at the break point, which coincides

with the crossover frequency, we. As noted in the plot, this is a function
of the phase margin alone, and for small phase margins the peak magnitude

1 81
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Wi We
i 'Figure 91. Sketch of Closed-Loop Error/Forcing Function

Transfer Function for System Based on Simple Crossover Model

1i approximately equal to the phase margin in db. Now consider a rectangu-
lar forcing function spectrum with bandwidth a.•.. The resulting system

mean-squared error will be proportional to the area under the crosshatched
portion of the Gie amplitude ratio curve when this in transformed to linear

S~units and squared. When oci is small compared with wc, the actual andasymptotic IOieldb curves are nearly coincident. Under these circumstances

any peaking effect at wh due to small phase margins has very very little
effect on the mean-squared error. This is the region wherein the one-thivd

law applies. As kA gets closer to %€, the effect of the amplitude ratio
departure from the asymptotes becomes more significant. Thus, the appro-

priate adjustmaent as cw/mc becomes larger is for the phase margin to be
increased, thereby decreasing the peak and the positive departure of the

actual curve from the asymptote, and hence the rma error.
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It will be recalled from Chapter II that the primary purposes of the

experimental series were the validation of the existing analytioal-verbal

model and the extension of this model in accuracy and detail. The experi-
mental data analyses and interpretations reported here have accomplished

these purposes and, in addition, have revealed many other facaet of human

pilot dynamics. The total effort can be conveniently sumnrized under

four major headings: (1) The Data in General; (2) Status of the Exist-

ing Analytical-Verbal Describing Function Model; (3) Extensions to the
Ana1ytical-Verbal Describing Function Model; (4) Status of Remnant Data.

Conclusions of this program relating to these topics are sunirized in
outline and tabular form below. The ranges of known validity are restricted,
of course, by the limits inherent in the data and analyses presented earlier.

A. U DATA 3 LMAL

1. Gmeerl attwe. The data accumulated have shown consistent,
repeatable results which can be fitted into and/or extend the general
context of past results and theories derived therefrom.

0. Tie-. The data taken for Ye n 1 are close enough to Elkind's
to constitute our tie-in with past data and to enable his data to be
considered as a subset of ours.

3. ml. .-ae•tAty. Conventional quasi-linear constant-coefficient
describing function models can be evolved to characterize the data. The
primary variables which fix the conditions for quasi-linearity in this

study are controlled element and forcing function.
. a l bftwiea . There is no evidence of nonlinear dependence of

the describing function measurement on forcing function amplitude.

). feleatv• s VwUi•bL y. Human controllers exhibit a remarkable

capacity to suppress all sources of variability and to operate with high

1 83



I
repeatability and intersubJeat uniformity in frequency regions -U 11

Snecessary, e.g.a at orossover or over wider frequency bands in the

control of conditionAlly stable system. In other fruenoy bands where

vaition.~j in pilot 4 aenio do not materially affect closedsploop per-
jformnce, there is much more intra- and interpilot variability, and

pilots exhibit individual styles.

6. No Uty of Desaotb" l• iotgn Data. Both amplitude ratio and

phase data appear to be distributed in a Gaussian manner.

7. Time-Varying Behavior. In general, pilot dynamic characteristics
are reasonably stationary over the measurement run lengths as indicated
by the typical p ranges over the main power portion of the forcing func-

tion bandwidth given below for wj - 2.5.

Ye p Range

K0 /jco0.97 - 0.99

- 2) 0.99 -

Ko/(jcu)2  0.85 - 0.98

A. Seleative variability. There is more time variation in .

frequency ranges wherein variability is relatively unimportant to closed-

loop performance than over more crucial frequency ranges.

b. Took O•ONVOle y, a M. Stationarity decreases as a4i increases

(e.g., a change in p from 0.98 to 0.93 as eq changes from 1.5 to 4.0 for

Yo Ka/Jco). This effect is not so pronounced when the controlled element

is made more constraining, e.g., Y0 a Kc/(JW- 2).

a. Task o•lexity, YQ. As the controlled element dynamics

become more difficult to control, the time variation of the pilot's

dynamics increases substantially. In thais sense, p could conceivably be

used as a measure of task difficulty.
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1. In a3lmnOst all asses the general desoribing function form

*Kpe~jO~(TLJw + 1)

(Tl'co + 1)(TNjw + 1) (io6)

can be suitably adjusted to provide a satisfao tory description for cross-

over region characteristics.

There is striking evidence that for a variety of forcing func-
tions and controlled elements the slope of YpYc at crossover is

-20 db/decade. Under these conditions the model of Eq 106, when taken

in company with the controlled element dynamics, reduces to the especially

si•le form

YpYc - e (107)

where %o + 0.180i

Te o - 0-.08a (108)

values Of To for conditions other than those tested can be estimated using

the i elwo i t bd2• th !fY

the data given below and interpolation baed on the slope of cldb over

the likely orossover region.

d[Yeldb T
lcId-no (see)

(db/decade)

Kc  0.33

Kc/jco -20 o.36

K/ -40 0.52

S. . . . . . . . . . . .... . . . . .. . . . ....
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For !c Ka/jcu, Kl/(jc) 2, Kl/(jw - 2), and 4/jm(Jw - I/T), I
which constitute critical experiments for the circa 1960

an lytioa2r-verbal model, the data obtained sxpport • pr . urediationes

based on this model as to Yp form. Pre.e- eriment estimtes of cross-

over frequencies were properly ordered and reasonsbly accurate, although

generally somewhat higher than the experimentally determined values.

4 performance measure trends based on the crossover model for
Y -¥0 4I and K4/j• are supported by the experimental data.I........

•.The essentially constant crossover frequency for mi < 0.8a•c

and the phenomenon of ab regression for a• > 0.8mc can be '

explained using the crossover model of Eq 107 and the presumption that

the pilot tends to minimize the mean-squared tracking error.

The adjustment rules for the existin analytgcal-verbal model
are generaIlly adequate) although Adjustment Rules 4b (Parameter

•.Adj ~tmet-system phase margin) and 5b and 5o (% -ft Madapendenee and

P 0@ 3egression) require minor modifications in the nature of refinements

(see below). In terms of the adjustment rules the major impact of the

experimental program has been to validate with concrete data those

"rules" which had previously been based primarily on extrapolations and

rationalization. In this sense all of the rules given in Chapter II1

with the modifications noted below, are now solidly based on experiment.

1. Auotmet Ralei

a. Adjustment Pile 4b should now be stated as:

"System phase margin, (p, is directly proportional to
the forcing function bandwilth, for values of u.i less than
about 2.0 rad/sec. The strong effect of forcing function
bandwidth on the phase margin is associated with the varia-
tion of TN with the same task variable."

b. A new adjustment rule, 4c0 should be added:

"Equalimation time constants TL or TI) when form selec-
tion requires I/TL or I/T << a%, will be adjusted such that
low frequency response will be essentially insensitive to
slight changes in TL or TI (a•i < a%),
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5b. %-61apenedeeet System crossover frequency depends

. -l -l•• i-hbly or-forcin function bandwicth for Uij4 C.8 oo-. .
(ato :Ls that value of %~ adopted for aa 0C %).

))o. % ]rPa isiaont When at nears or becomes greater than
woo, the crossover frequency regresses to values

much lower than cro.

I. Zow Perueau y PbaUe Uags. A lagging phase angle at low frequen-

cies appears in all the data. The general low frequency describing

function form of Eq 106 is not suitable at the lower frequencies. To

adequately characterize the data it must be modified to

: (W + (TTJcu+ 1)Sxp "- (109)
(TIJco + 1)(TNJw + I)

The parameter a, addeQ here is a "high Trequency" approximation to low

frequency leads and lags occurring below the measurement bandwidth. In

higher order approximations to the low frequency phase lag, a lag-lead

largely outside the bandwidth of the measurements is usually adequate.

m iLireases both with cai and with controlled element order) except for

the constraining controlled element, Yc - Kc/(Jm - 2). Although not

described in this report, the nature of m and its variations can be

explained by properties of the neuromuscular system.

J. Zput.MAdaptlve Feuamaueaular OMh osrterblis. The first-order
lag, T1 , approximation to the high frequency neuromuscular system dynramics

is input adaptive. Its decrease is ordinarily toe basis for t'he varia-

tion of To with wj indicated by Eq 108 Ethe data for Yc - CQc/(Jw - 2)

are an exception to this statement].

J.. L••her Order leu•cmoAse r ZAs. The previous strong evidence
for a third-order neuromuscular lag has now been added to by describing
function measurements. These lags replace essentially all of the residual

previously assigned to a Te or to a T and TN in more approximate models.
The net effeutive lag) TXI + 2W/ON, is essentially equal to the first-

order approximation, TN, Rnd is variable with cau in a similar fashion.

(I Wf;4L -



Res. idiual y. The third-order neuromuscular system plus a pure

time delay of about 0.09 sea are adequate descriptors of the high fre-S....... ...... - *q• . deaur:bitn• >f tion data; :.-..•e pure.: time d.elay is -. ofL .o..the: -sme~

order of manitude as neural delays in the visual moda-..tyO i•e,
latencies in the visual process plus conduction delays, etc.

6. eaeial Desaowbi" Ymat 1•Pam. The most geheral describing

function model form, replacing Eq 1, is given by
(110)

OT TKT [w ek'w + 1 2 2 N
L~~TN (W +1 c+ 1)TjW1 [(7Thiiwi)

The m•jor elements of complication introduced in this precision model
are those in the braces. These all arise from the neuromuscular system,
which has both very high and very low frequency effects. For almost all

practical oases Eq 110 can be simplified to Eq 106 or even Eq 107. When

the controlled element is such as to make the sydtem conditionally stable,

Eq 109 should be used for safety's sake, since the low frequency phase

lag can be important for this kind of system.

D. N!AM~ Of UAM DAMA

1. Values of the remnant computed at the forcing function frequen-

cies generally fit a smooth curve through values measured between

and above forcing function frequencies. This indicstes that the power

spectral density of the remnant is jenerally continuous and that line

spectra indicating periodicities are absent.

A. At very low frequencies the remnant data for a wide variety of

controlled elements coalesce best when all the remnant is
reflected to the pilot's input.

3. Remnant increases with controlled element gain, with forcing

function bandwidth, and with control order. For extreme con-

trolled element forms such as Yo U Kc/jz(jc - 1 .5) the remnant increases
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greatly, primarily because of the pilot's time-varying behavior indua.d

by his attempts to retain control ovgr this drastically unstable controlledf element.

$b Sme -avienan or ? pUIAuih beh~avior, In 66wioX o*Ivood-ode!
aonti'olied eeeti peebfrom outputx mavltude diitribi-,

tions. These indicate a tendency for the pilot's output to be pulse areas

roughly proportional to the stimulus aulitude.

Careful examination of the output power spectral density indicated

no evidence for periodic sampling or significant nonlinear behavior.

6. Partly by process of elimination and partly by direct evidence,

it appears that the major source of remnant is nonstationary

pilot behavior, i.e., time-varying components in the effective time delay

and gain. For the second-order controlled elements the pulsing nature of

the pilot's output contributes an additional remnant source.
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